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Abstract. Studying of factor complexity, palindromic complexity, and return words of infinite
aperiodic words is an interesting combinatorial problem. Moreover, investigation of infinite words
associated with (-integers Zg, for 8 being a Pisot number, can be interpreted as investigation
of one-dimensional quasicrystals.

In this paper, new results concerning the above combinatorial characteristics for quadratic non-
simple Parry number  will be presented. This is the only case among (non-simple) Parry
numbers worth of studying palindromes since for non-quadratic cases, there is only a finite
number of palindromes in the associated infinite word ug. We have investigated factor and
palindromic complexity, return words, and arithmetics using methods which can be applied for
any infinite aperiodic words being fixed points of a substitution.

Abstrakt. Studium komplexity, palindromické komplexity a "return” slov v nekone¢nych aperi-
odickych slovech je zajimavy kombinatoricky problém. Zkoumani nekone¢nych slov pfidruzenych
(B-celym ¢islim lze navic interpretovat jako zkoumani jednodimenzionalnich kvazikrystali.

V tomto ¢lanku predstavime nové vysledky tykajici se vySe zminovanych charakteristik a také ar-
itmetiky. Nami zkoumany pfipad je jedinym piipadem mezi parryovskymi ¢isly, kdy pfidruzené
nekonecéné slovo obsahuje nekoneéné mnoho palindromii a je tedy zajimavé z hlediska vysetFovani
palindromické komplexity. Pouzité metody se daji aplikovat na celou fadu slov, ktera jsou
pevnymi body substituci.

1 Introduction

Some kinds of infinite aperiodic words can serve as models for one dimensional quasicrys-
tals, i.e., materials with long-range orientational order and sharp diffraction images of
non-crystallographic symmetry. We will focus on infinite words ug associated with -
integers Zz C R. It has been shown that for § being a Pisot number (8 > 1 being an
algebraic integer such that all its Galois conjugates have modulus strictly less than one),
Zg is a uniformly discrete and relatively dense set (in one word, it is a Delone set [10])
fulfilling Zg — Zg C Zg + F for a finite set F' (the Meyer property [11]). Since self-similar
Delone sets fulfilling the Meyer property are suitable models for quasicrystalline structure,
[B-integers for 3 being a Pisot number serve as models for one dimensional quasicrystals.
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2 Preliminaries

First, let us introduce our “language” which will be used throughout this paper. An
alphabet A is a finite set of symbols called letters. A concatenation of letters is a word.
The set A* of all finite words (including the empty word ¢) provided with the operation
of concatenation is a free monoid. We will deal also with right-sided infinite words
u = uguiusg - - -. A finite word w is called a factor of the word w (finite or infinite) if there
exist a finite word w( and a word w® (finite or infinite) such that v = wMww®. The
word w is a prefiz of u if wM) = ¢ and it is a suffiz of u if w® = . A concatenation of k
letters a (or words a) will be denoted by a®, a concatenation of infinitely many letters a
(or words @) by a*. An infinite word u is said to be eventually periodic if there exist words
v, w such that u = vw“. A word which is not eventually periodic is called aperiodic. An
infinite word w is uniformly recurrent if for any n € N there exists an R(n) € N such that
any factor of u of length R(n) contains all factors of length n. The language on u is the
set of all factors of a word u. A mapping ¢ on the free monoid A* is called a morphism
if p(vw) = p(v)p(w) for all v,w € A*. Obviously, for determining any morphism it
suffices to give ¢(a) for all a € A. The action of a morphism can be naturally extended
on right-sided infinite words by the prescription

o(uguiug -+ ) = @(ug)p(ur)p(ug) - - - .

A non-erasing morphism ¢, for which there exists a letter a € A such that ¢(a) = aw
for some non-empty word w € A*, is called a substitution. An infinite word u such that
(u) = u is called a fixed point of the substitution ¢. Obviously, every substitution has
at least one fixed point, namely

lim ¢"(a).

n—oo

A substitution ¢ is primitive if there exists an integer exponent k such that for each
pair of letters a, b € A, the letter a appears in the word ¢*(b). Queffélec [13] showed that
any fixed point of a primitive substitution is a uniformly recurrent infinite word.

3 Beta-expansions and beta-integers

Let 8 > 1 be a real number and let x be a positive real number. Any convergent series

of the form:
k
xr = Z xiﬂia

1=—00

where x; € N, is called a (-representation of x. As well as it is usual for the decimal
system, we will denote the (-representation of x by

xkxkfl.‘.xo.xfl.‘.j

if £ > 0, otherwise
0e00---00xpzp_1---.
—_——

(—1—k) times
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If a [-representation ends with infinitely many zeros, it is said to be finite and the
ending zeros are omitted. A representation of x can be obtained by the following greedy
algorithm: There exists k € Z such that ¥ <z < g"'. Let x := | 5] and ry == {5},
where | .| denotes the lower integer part and {.} denotes the fractional part. Fori < k, put
x; = |Briy1] and r; := {Br;11}. The representation obtained by the greedy algorithm
is called (-erpansion of x and denoted (z),. If x = Zf:_oo x;3" is the B-expansion of
a nonnegative number z, then Zi_:lfoo x;3" is called the 3-fractional (or simply fractional)
part of z. Let us introduce some important notions connected with (3-expansions:

e The set of nonnegative numbers with vanishing fractional part are called nonnega-
tive B-integers, formally

Zg ={x>0 } (v) 5 = Tpap_1---z00} .

e The set of B-integers is then defined by

Zs = ~L}; UL}

e All the real numbers with a finite S-expansion of |z| form the set Fiin(3), formally

Fin(B) := U ! A

ﬁ :

e For any x € Fin(3), we denote by fpg(x) the length of its fractional part, i.e.,
fps(x) =min{l €N | B Zg}.

The sets Zg and Fin(3) are generally not closed under addition and multiplication.
The following notion is important for studying of lengths of the fractional parts which
may appear as a result of addition and multiplication.

o Le(f) :==min{L €N |,y € Zs,x +y € Fin(3) = fps(x +y) < L}.
o Ly(8) :==min{L € N |2,y € Zg,zy € Fin(3) = fps(zy) < L}.

If such L € N does not exist, we set Lg () := 00 or Lg(f) := oc.

The Rényi expansion of unity simplifies the description of elements of Zz and Fin((3).
For its definition, we introduce the transformation Ts(x) := {fBx} for x € [0,1]. The
Rényi expansion of unity in the base (3 is defined as

dﬁ(l) = t1t2t3 ey where tz = I_ﬂTéil(l)J .

One can show that every real number § can be characterized by its Rényi expansion
of unity (see [12]). Numbers with a finite Rényi expansion of unity are called simple
Parry numbers. Numbers with an eventually periodic Rényi expansion of unity are called
(non-simple) Parry numbers.
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4 Infinite words associated with beta-integers

In [15], it is shown that the distances occurring between neighbors of Zs form the set

{Ax | k € N}, where

[ee]

Api=> tg’“ for k € N. (1)
i=1

It is evident that the set {A; | k € N} is finite if and only if dg(1) is eventually periodic.

Every Pisot number, i.e., a real algebraic integer greater than 1, all of whose conjugates
are of modulus strictly less than 1, is a Parry number. On the other hand, every quadratic
Parry number is Pisot. This explains that if we deal with quadratic Parry numbers [,
the set Zg models one-dimensional quasicrystals.

From now on, we will restrict our considerations to quadratic Parry numbers. The
Rényi expansion of unity for a simple quadratic Parry number 3 is equal to dg(1) = pq,
where p > ¢, in other words, 3 is the positive root of the polynomial 2> — pz — g.
Whereas the Rényi expansion of unity for a non-simple quadratic Parry number [ is
equal to dg(1) = pg”, where p > ¢ > 1, and [ is the greater root of the polynomial
22 — (p+ 1)z + p — g. Drawn on the real line, there are only two distances between
neighboring points of Zg. The longer distance is always Ay = 1, the smaller one is A;.

If we assign letters 0, 1 to the two types of distances Ay and Ay, respectively, and
write down the order of distances in Z; on the real line, we naturally obtain an infinite
word; we will denote this word by ug. Since ﬂZE C Z;, it can be shown easily that the
word ug is a fixed point of a certain substitution ¢ (see e.g. [7]); in particular, for the
non-simple quadratic Pisot number 3, the generating substitution is

©(0) =071, (1) =01, (2)

5 Combinatorial and arithmetical properties of infinite words

To understand the physical properties of quasicrystals, it is useful to investigate the
combinatorial and arithmetical properties of the infinite aperiodic words ug modeling
quasicrystals.

e The number of local configurations of atoms in quasicrystalline materials is de-
scribed by factor complexity. 1t is a function associating to every integer n the
number of different factors of length n contained in wug.

e The local symmetry of the material corresponds to palindromic complexity. It is
a function associating to every integer n the number of different palindromes of
length n contained in ug, where palindrome is a word which stays the same when
read backwards.

e Another interesting characterization of richness of motives appearing in quasicrys-
tals is given by the notion of return words. Let w be a factor of ug. Take an
arbitrary occurrence of w in ug. You obtain a return word of w if you read letters
successively, beginning at the first letter of w and ending with the letter preceding
the very next occurrence of w.
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There is one more important reason why to deal with [-integers. It is sometimes
useful in computer science to consider addition or multiplication in (-arithmetics. Zg
is generally not closed under addition and multiplication, thus it is useful to study the
fractional parts that may appear as results of these operations and to estimate their
lengths, i.e., to find the values of Lg () and Lg(f).

6 Summary of known results

Let us remind that all the characteristics we consider here, i.e., factor complexity, palin-
dromic complexity, return words, and arithmetics, have been already investigated for
quadratic Parry units.

e Factor complexity of the infinite word ug associated with 3 being a quadratic Parry
unit is equal to n + 1 [5], i.e., ug in this case is a Sturmian word. Let us mention
that all the eventually periodic words have complexity less or equal to n for some
n, hence Sturmian words are the simplest aperiodic words.

e It has been shown in [6| that there are exactly 2 palindromes of any odd length
and one palindrome of any even length, hence palindromic complexity P reaches
the following values

P(2n)=P0)=1 and P(2n+1)=P(1)=2 forallneN. (3)

e According to [16] it holds that a uniformly recurrent infinite word on a binary
alphabet is Sturmian if and only if for any factor w, there exist two return words
of w.

e Results for arithmetics of quadratic Parry units have been found in |5]. For the case
of 5 having the Rényi expansion of unity dg(1) = pl, the exact values of Lg(3) and
Lg(03) are Lg(8) = Lg() = 2, while for § having the Rényi expansion of unity
ds(1) = p(p — 1) it holds Lg(8) = Le(F) = 1.

A lot of work has been done also for simple Parry numbers. The exact formula for
factor complexity of ug for 3 being a simple Parry number with the Rényi expansion

of unity dg(1) = tity---t,,, where t; =ty = -+ = t,,,1 or t; > max{ts,...,t,_1} has
been derived in [8]. It is useful to consider palindromic complexity only for the case of
ty =ty = -+ = ty,—1. Otherwise, the language of us is not closed under reversal and,

hence, contains only a finite number of palindromes. The exact formula for palindromic
complexity of ug associated with a simple Parry number with the Rényi expansion of
unity dg(1) = tito - - - ty, where t; =ty = - -+ = t,,_1, has been found in [1].

In 9], one can find very precise estimates on Lg(3) for 3 being a quadratic simple
Parry number and also some rough estimates on Lg () for 8 being a non-simple quadratic
Parry number.
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7 New results

We will present our results concerning all the characteristics of the infinite word wug
associated with beta-integers for 3 being a quadratic non-simple non-unit Parry number,
i.e., # having the Rényi expansion of unity dg(1) = pg”, where p —1 > ¢ > 1, in other
words, 3 being the larger root of the polynomial z* — (p+ 1)z + (p—q). In this case, ug is
the fixed point of the substitution ¢(0) = 071, ¢(1) = 071. We have investigated factor |2|
and palindromic complexity [3|, return words, and arithmetics [4]. We have found the
exact values of factor complexity C, which implies that C(n+ 1) — C(n) € {1, 2} for all
n € N. We have derived the exact values of palindromic complexity P, which confirms
that P(n) € {1,2,3,4} for all n € N. We have shown that for any factor w of ug, there
exist, either 2 or 3 return words of w. In the arithmetics, the upper bound on the number

Lg () reached in [9] has been improved. We have shown that V%IJ < Lg(B) < H’—‘

Let us describe in more details factor complexity of ug and the cardinality of the set of
return words of ug.

7.1 Factor complexity

For proofs and precise statements of this section see |2]|. To describe complexity of infinite
uniformly recurrent words, one can limit his considerations to description of left special
factors. In our case, ug is a fixed point of a primitive substitution, consequently, ug is
uniformly recurrent. Let us remind that a factor w of ug is left special if both Ow and
1w are factors of ug.

Observation 1. Let us denote by M, the set of all left special factors of length n of an
infinite uniformly recurrent word over a two-letter alphabet. Then the first difference of
complexity satisfies

AC(n)=C(n+1)—C(n) = #M,.
To describe all the left special factors of ug, let us distinguish more types of them.
Definition 2. Let ug be the infinite word associated with dg(1) = pg*, p—1> ¢ > 1.

o A left special factor w € L(ug) is called maximal if neither w0 nor wl are left
special.

e An infinite word v is called an infinite left special factor of ug if each prefix of v is
a left special factor of ug.

o A factor w of ug is called total bispecial if both w0 and w1 are left special factors
of us-

Example 3. Let us illustrate a few of left special factors of
uz = 0001000100010100010. . .

being the fixed point of the substitution ¢(0) = 0001, p(1) = 01 by construction of the
head of a tree containing left special factors. Beginning from the empty word to the
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0 0
:l-s—o—[ 00 10—
1 1—0-6 6-1-6 — —|:

16 602 60 — — ...

right, one can read all left special factors of length n € {1,2,...,14}. There are two
maximal left special factors 00, 01000100010 and two total bispecial factors 0, 0100010
having length < 14.

Obviously, every left special factor is a prefix of a maximal or an infinite left special
factor. Let us describe all the maximal and infinite left special factors:

e All maximal left special factors have the form:
UM = ot (4)
U™ =1(UnY) = 09U )0?  for n > 2.
e All total bispecial factors have the form:
v = o1, (5)
Vo = (V) = 071V T)00 .
Moreover, V™1 is a prefix of V™ and V™ is a prefix of U™ for all n € N.

e There exists one infinite left special factor of the form lim,,_, . V™.

For n such that
V®| <n < |UP] for some k € N,

there exist two left special factors of length n. The lengths |[V®)|, |[U®)| play an essen-
tial role for determining of complexity. One can easily obtain the recursive formulae of
[VE)||U®)]| using their definition (4) and (5).

Combining all the obtained results, we can determine complexity.

Theorem 4. Let ug be the fized point of the substitution ¢(0) = 01, (1) =071, p—1>
qg>1. Then for alln € N

2 |V®| <n<|UR|  for some k € N,
1 otherwise.

AC(n) = Cln+ 1) =€) = {

7.2 Return words

Let us start with the exact definition of a return word. Let w be a factor of an infinite
word u = wouy - -- (with u; € A), the length |w| = ¢. An integer j is an occurrence of
win w if wujq - ujpe-1 = w. Let g, k, 7 < k, be successive occurrences of w. Then
UjUjq1 -+ - Uk—1 is a return word of w. The set of all return words of w is denoted by
M(w), i.e.,

M(w) = {ujujiq ... uk—1 | J, k being successive occurrences of w} .

It is not difficult to see that the set of return words of w is finite for any factor w if u is
a uniformly recurrent word.
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W =00 U®= 01000100010

-

V=0 16 604+ -0 — — ...

0 0
}s—o{ 00 +0—
1 1—0-6 6-1-6 — {

V@ = 0100010

Figure 1: Illustration of the tree of left special factors for ug being the fixed point of the
substitution (0) = 0001, (1) = 01. We can see total bispecial factors V*) and maximal
left special factors U®) for k =1, 2.

Example 5. Let ug = 001001010010010100101 - - - be the fixed point of the substitution
©(0) = 001, (1) = 01. Let us show examples of return words:

M(0) ={0,01},

M (00) = {001, 00101},
M (001) = {001, 00101},
M (0010) = {001,00101} .

In order to study return words M (w) of factors w of an infinite uniformly recurrent
word wu, it is possible to limit our considerations to bispecial factors. Namely, if a factor
w is not right special, i.e., if it has a unique right extension a € A, then the sets of
occurrences of w and wa coincide, and

M(w) = M(wa) .

If a factor w has a unique left extension b € A, then j > 1 is an occurrence of w in
the infinite word w if and only if 7 — 1 is an occurrence of bw. This statement does not
hold for j = 0. Nevertheless, if u is a uniformly recurrent infinite word, then the set
M (w) of return words of w stays the same no matter whether we include the return word
corresponding to the prefix w of v or not. Consequently, we have

M(bw) = bM (w)b™ = {bvb™" | v € M(w)},

where bvb~! means that the word v is prolonged to the left by the letter b and it is
shortened from the right by erasing the letter b (which is always the suffix of v for
v e M(w)).

For an aperiodic uniformly recurrent infinite word u, each factor w can be extended
to the left and to the right to a bispecial factor. To describe the cardinality of M (w), it
suffices therefore to consider bispecial factors w.

Observation 6. Let w be a bispecial factor of ug containing at least one 1. Then there
ezists a bispecial factor v such that w = ¢ (v)0? and M(w) = @(M(v)).

Using Observation 6, it suffices to consider bispecial factors of ug that do not contain
1 to obtain all possible cardinalities of the sets of return words.
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Theorem 7. Let w be a factor of ug. Then 2 < #M(w) < 3.

Proof. Let us describe return words of bispecial factors that do not contain 1, i.e., that
are equal to 0", 7 <p— 1.

1. Let r < ¢. Then all the return words of 0" are the following ones:
0 since there is the block 07 € L(ug),
0"1 since there occurs the block 0107 € L(ug) .
2. Let ¢ <r <p—1. Then all the return words are the following ones:
0 since there is the block 07 € L(ug),

0"1 since there occurs the block 0P107 € L(ug),
071071 since there is the block 0107107 € L(ug) .

It is apparent that there are no other return words of 0". O

Observation 8. From the proof of Theorem 7, we can notice that in the case ¢ = p — 1,
#M(w) = 2 for all the factors of ug. This confirms that ug is Sturmian in this case.
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Abstract. We develop a mathematical model based on Navier-Stokes equations for viscous
incompressible flow and diffusion-convection equation describing pollution transport, and solve
the model using finite element method (FEM). We use a simple algebraic model with turbulent
viscosity. The FEM allows us to use different terrain shapes and study their influence. Essential
part of the work is numerical analysis, which examines the properties of algorithms with respect
to numerical parameters. We present the recent results of flow over a square gap.

Abstrakt. Vyvijime matematicky model zaloZeny na Navier-Stokesovych rovnicich pro nest-
lacitelné vazké proudéni a difuzné-konvekéni rovnici popisujici transport znecisténi, a feSime jej
metodou koneénych prvki. Pouzivime jednoduchy algebraicky model turbulence s turbulentni
viskozitou. Metoda kone¢nych prvki nam umoznuje zkoumat vliv riiznych tvari terénu. Diilezi-
tou Casti prace je numerickd analyza zkoumajici chovani algoritmi v zavislosti na numerickych
parametrech. Na zavér uvadime nedévno ziskané vysledky proudéni pfes ¢tvercovou jamu.

1 Introduction

We use a 2D model of air flow and pollution transport on a polygonal domain € which
represents a vertical cut through landscape. We consider the case of stationary Navier-
Stokes flow and diffusion-convection equation for one type of pollutant. We solve the
following system of equations on (0,77) x Q:

oc(t, .

C(Tx) +d(x)gradc(t,x) = DAc(t,x)+ f(t,x)

U(x)Vi(z) — vAv(z) + grad p(x) = §(x)
divi(z) = 0

c(0,z) = co(z) 2z€Q
Oc

= = 0
871 ‘terr

U‘terr = U
where Q C R? is a bounded domain derived from a rectangle by substitution of the
bottom edge by a piecewise linear line representing the terrain, ¢(t, z) is the concentration

of pollutant, ¢(x) is the velocity, ¢y is the initial condition for concentration, 7 is the unit
outer normal and terr denotes the terrain.

11



12 P. Bauer

On the surface, we are using Neumann boundary condition for concentration and
Dirichlet boundary condition for velocity, which is appropriate from the physical point of
view; see [9]. We can use either Dirichlet or Neumann boundary conditions on the other
parts of the boundary, like ¢ |;,= ¢;, U |im= 0, % lowt=0, g—g lowr= 0. The term f(¢,x)
represents the pollution source and g(x) is the external force.

2  Weak formulation of Navier-Stokes problem

Let V = (WM ()2, X = (WP ()2, H={q € L*Q) : [qdz =0}, @ € X: @ |so= T

Q
in weak sense, [ wWndS = [dividz = 0 for Dirichlet boundary condition. We denote
o0 Q
U=1v—w
2 2
)= )=

We seek v € X and p € H, such that:

((U,g)) + b(ﬁ, 17’§> o (p> diV§> = (g‘ag) - ((ﬁ, §)) VseV
(q,divit) = —(q,divd) Vg e H

Index h denotes finite-dimensional subspaces V" Cc V, X" ¢ X, H" ¢ H. The mixed
formulation in finite-dimensional case stands:

(0", 3)n + bp (", 7", 5") — (", divp), = (7" 9 — ((T", ),
(q,divyid™), = —(q,divya"),  V5e V" vqe H"

Figure 1: Lumped regions

The nonlinear term by (4", 4", 5") must be computed iteratively. Direct application
of this approach gives solution with oscillations. We are using the upwinding technique
proposed by [6], which creates the dual triangulation given by the barycentric nodes of
the original triangulation. Thus, we obtain the lumped regions R; around each mid-side
node @; (Fig. 1). The basic idea of this approach is splitting the domain into the lumped

regions and rewriting the nonlinear term in the following form:
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I . 81}1 3@1 81)2 3v2 .
b(u> >w) = / (U1a—1+UQa—[L‘2) w1y + (u18—1+u28x2> =
Q
_ / 8(u1111) 8(u2111) i 8(u1v2) 3(u21)2) _
Oy or, ) o ory )
Q

B (R B (I
L @xl 81'2 202 83:1 8x2 N
8(u101) @ UQ’Ul / ul?}g (UQ’UQ)
( 3371 + ) Z 83:1 8x2 2
Oouy  Ousy Ouy  Ougy
-3 [ (G a@) Z/ “’(a— a—)
Ry

After numerical integration and application of Green Theorem:

b(u, v, W)

Q

w1 (Q) / div(@v) + ws(Q) / div(ivy) —

Ry Ry

—Ulwl(Ql)/diVﬁ—Ugwg(Ql)/din:

Ry Ry

= ’LUl(Ql)/’Ul?jﬁdS‘i‘wQ(Ql)/Ug’JﬁdS—

8Rl 812[

—vl(Ql)wl(Ql)/ﬁﬁd5+vg(Ql)wg(Ql)/ﬁﬁdS

AR, AR,

The term fBRl v;undS is now approximated by -, Ui(QlE)frlk undS where k goes
through the neighbouring mid-side nodes to ); and ry refers to the part of boundary of
the lumped region R; between nodes ); and Q. Then v;(Q;) is a combination of values
of v; in these two nodes according to the flux through ;. This approach leads to the

iterative scheme:
(45 £)(5)-(%")

3 Weak Formulation of Diffusion-Convection Equation

We use implicit Rothe method [4] and the method of characteristics [5] which separates
diffusion from convection. This approach uses pre-computed velocity field and is therefore
independent on type of the flow used. Application of these methods leads to linear system
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with positive-definite matrix; see [10]. Fori=1,... m:

Z af[(vj, v;) + 7D(Vu,, V)| = (Tf% 4+ o " v;) — 7D(Vw, V)

j=1

4  Algebraic Turbulence Model

The algebraic turbulence model is a very simple way of simulating some turbulent prop-
erties of the atmospheric boundary layer. We introduce the turbulent viscosity v; as
the function of height, instead of using the constant viscosity coefficient. The actual
dependence is given by following formula:

2,2,2

v = “’}“*KM =10 f=10"% k=04 wu. =01
Ky = puZ Z<h §=10° h=015 Z=z/h
— uh  Z>h

where 0 is the thickness of the boundary layer, u, is the friction velocity, K, is
dimensionless turbulent exchange coefficient and Z is the relative height. The values of
constants are given by physical experiments.

The value of 1, tends to zero at the proximity of the surface, which is not acceptable.
The boundary condition must therefore be set in some nonzero height z; which corre-
sponds to terrain roughness. For the inner city model, we consider the values z; = 20m
and u(z;) = 7.5m/s. The velocity profile is given by u(z) = u(z1)(z/21)%* to match the
velocity of geostrophic flow on the top boundary.

5 Numerical Solution using the Finite Element Method

We have chosen the finite element method, in order to treat different terrain shapes easily.
We use linear Lagrange elements for concentration, Cruzeix-Raviart (Fig. 2) elements for
velocity and piecewise constant elements for pressure.

ARV

Figure 2: Lagrange and Cruzeix-Raviart elements
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Current mesh structure allows storing of multiple meshes together with their hierar-
chic structure to support the more efficient multigrid solver, which is being developed.
Meanwhile, we use Uzawa iterations and BiCG method with simple diagonal precondi-
tioning to solve system (1). We can treat two different types of boundary conditions for
velocity on each part of the boundary: Dirichlet and do-nothing.

Figure 3: Triangulation of the domain

6 Results

On the last pages, we present recent results of steady state Navier-Stokes flow over a
unit square gap in the case of Reynolds number Re = 1000 with parabolic velocity
profile on the inlet. The velocity and pressure fields are shown. Note, that the pressure
is determined up to constant; we have chosen zero as a mean value in this case. For
comparison, we also show the results of stationary Stokes flow with the same boundary
condition.

7 Conclusion

We develop a mathematical model of pollution transport in the ABL based on Navier
Stokes equations and diffusion-convection equation, and solve it using the finite element
method. The model includes a simple algebraic model of turbulence and allows us to
prescribe different types of boundary conditions on each part of the boundary. We have
shown the numerical results of low over a square gap for comparison with reference data.

The immediate goals are implementation of multigrid solver and extension of the
model into 3D. Next step will be the implementation of an advanced turbulence model
and comparison of its results with experimental data provided by the Institute of Ther-
momechanics of the Academy of Sciences of the Czech Republic.
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Simultaneously, we are trying to parallelize the code in order to solve complicated 3D

problems. At this occasion, I would like to express my thanks to the members of HPC
Europa project, for their aid and hospitality during my summer stay in research center
CINECA in Bologna, where a significant amount of work on this topic was done.
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Figure 6: Navier-Stokes flow - pressure
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Abstract. The goal of the project INDECS is to create a flexible software basis for driving an
experiment on a neutron diffractometer. The step of creating the first prototype of the Execution
Engine (EE) Virtual Processing Unit (VPU) core, which is a key component of the developed
experiment control system, had to be done in order to be able to proceed further with other
components and finally assembling them into the working system. This article tries to also
describe some deviations from the original design draft of the EE VPU, that were considered
necessary to do on the path from the theoretical design to the actual implementation.

Abstrakt. Cilem projektu INDECS je vytvofit flexibilni software pro fizeni exprimentu na
neutronovém difraktometru. Bylo nutné provést krok, ve kterém byl vytvofen prvni prototyp
virtuélniho procesoru (VPU) zvaného Execution Engine (EE), ktery je klicovou komponentou
vyvijeného systému pro fizeni experimentu, aby bylo mozné pokracovat s vyvojem dalsich kom-
ponent systému a ve finle z téchto komponent sestavit fungujici systém. Tento ¢lanek se mimo
jiné snazi popsat nékteré odchylky od origindlntho navrhu VPU EE, které se pfi cesté od teo-
retického navrhu k praktické implementaci ukézaly jako nutné.

1 Introduction

Project INDECS is oriented on designing a flexible software basis for an effective control
of the diffractometer experiments, however it should be easily modifiable for a different
type of experimental devices. The software should be able to control the moves of the
diffractometer as well as to perform the actual data acquisition and analysis. Ability
to communicate over the network with data and command transfers, and thus, in fact
having the ability of remote controlling or monitoring of the experiment, was requested.

The result is achieved by a series of connected Virtual Processing Units (VPU) called
the Execution Engine (EE) which allows all the capability that is required for the system
to have. These VPUs have a capability to execute general virtual instructions that can
be used to control the data streams passing through them or to perform some basic tasks
that can be further supported by a variable instruction set and external modules called
the External Execution Modules (EEMs) that can execute complex and possibly target-
specific virtual instructions. In order to withstand communication loss, it also has the
capability to locally store and execute instruction sequences. And it can do a complex
routing of instruction streams.

*This work has been supported by grants MSM6840770021 and JINR 22-03007.
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software : hardware
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- === virtual instruction flow

“ interaction on a CPU level

Figure 1: A simple schematics of an EEM application to drive some peace of device.

Before this concept can be extended to a fully working complex system able to drive
the diffraction experiment, a first prototype of the actual Execution Engine VPU Core
itself had to be created, since it is the key component to the whole system. Another
reason for this step is the fact, that some other components are just a derivative of the
EE. In this case we had the External Execution Modules in mind, which is in fact to
beb implemented as an Execution Engine itself with reduced communication and stream
routing capability and without the capability to execute the general basic instruction
set common to all EEs, and instead just implement the one device- or function-specific
instruction set of possibly quite complex and extended functionality. A simple schematics
of an EEM application to drive some peace of device can be seen on Figure 1.

2 Concept

Conceptually the construction of the Execution Engine VPU is based on three layers
folded on one another. In order to get to this structure of implementing the EE, we had
to realize the fact that if you take a global view on the whole system which we are trying
to build here, we can clearly see that in fact it is all about communication between its
individual parts. Actually about the instruction and therefore data stream routing and
exchange.

The three layers are trying to reflect this. The lowest layer is called a Stream Cache
(SC) layer and it deals with a smart buffering that is used as a basic mean of data
communication between individual components. The middle layer is called a MultiMedia
Stream Routing (MMSR) layer, it is based upon the Stream Cache layer, and it defines
separate entities that can be bound together using data streams to exchange information
that these entities can work with. The third layer hovering on both of these is the actual
implementation of the Execution Engine VPU core itself.
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2.1 The MultiMedia Stream Routing Layer

The basic data stream routing is done using so called Transcoders. A Transcoder is
a software construct (or, say, an object) that has a variable and theoretically unlim-
ited number of input and output data streams and two functions (or methods) called
scan_resources() and transcode(). The first function is supposed to scan input
streams and determine, whether there is enough data available to do one transcoding
step, and the second function performs the transcoding step, which could more or less be
any mathematical transform transforming some data from the input streams into some
other data that can be sent to any of the output streams.

Execution Engines and External Execution Modules are implemented as a special case
of these Transcoders with special scan_resources() and transcode() functions, that
process the incoming commands. Execution Engine is also capable of executing locally
stored commands which could be stored within and their references are hidden within its
data structures.

2.2 The Stream Cache Layer

The data streams that connect multiple Transcoders (and in fact also multiple EEs and
EEMs) together are created by the second and bottom-most sublayer that is called a
Stream Cache layer. Again, it is a software construct. This time meant to maintain a
cache of streaming data, allowing easy access to the data in possibly variable amounts
and with little overhead.

The same way as Transcoders can also be used (and are used) for other purposes than
making an EE or an EEM, the Stream Cache can be (and is) used for other purposes
than just to connect more Transcoders.

The thing is that basically someone has to feed the cache with some data at one end
and someone else has to retrieve the data on the other end of the cache. Both of which
can be done manually, in which case the cache operates in so called Push-Pull mode.
That is the mode that is probably used the most, also for connecting the Transcoders.

Then the cache can also operate in the so called Pull-Automatic or Push-Automatic
mode. First of which has a special function attached to the cache, that is automatically
called, when the cache is supposed to be fed with data (this can be used for instance for
automatic reading of data from files or other data sources). The other mode is its exact
opposite, it calls a different attached function whenever the cache needs to release some
data (this can be used e.g. for writing data to files).

Data is read from the cache by first blocking a necessary amount within the cache
(making sure that the data would not be moved in between by the automatic cache
handling mechanism), then processing them in-place and finally releasing them out from
the cache. Of course there is also the possibility to just unblock the data without releasing
them. This way a function can test the data and if it is not (yet) interested in them, it
just lets them there either for someone else or for later time, when there is more data.

A smart mechanism can be allowed to move certain amount of the data from the end
of the cache to the beginning, and though creating a feeling of data continuity to the
reader. It can even dynamically change the size of the cache buffer when large amounts
of data are necessary to be available at one time, that are bigger than the cache itself. Of
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Figure 2: The scheme of the Stream Cache buffer operation.

course these features can be all individually disabled and possibly restricted to certain
bounds.

The whole idea behind this was to create a caching mechanism, that from the side of
the reader would seam like a continuous cache, i.e., it allways gets the amount it asks for
in one peace (as long as the cache’s size and some other parameters allow it), that would
allow the reader to work with the data directly from the cache, i.e., without a need to do
a local copy of the data to process them, and with as little overhead as possible.

3 Implementation

The actual implementation of the third topmost layer, the Execution Engine itself, is
mostly following the design draft as stated in [1|, chapter 3 and 4. The actual instance
of the EE is reslized as a structure called indecs_ee_t. Among other things it holds
a list of contexts, a list of allocated Local Memory Blocks, a structure with the global
registers of the EE, the table of targets that are to be considered as a source of the local
routing paths, list of input and output instruction streams (connections) and other things
important to the fast and possibly simple operation of the VPU.
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3.1 Contexts

Contexts are defined as a concurrent (though cooperating) sources of instructions. They
are instatnitated by a structure called indecs_context_t. These structures are organized
in several ways. The first way is the list of contexts available to the particular instance of
the EE. It is a dynamically linked list with a header placed in the indecs_ee_t structure
and its purpose is to just have all the available contexts listed on one place, so that it
is easy to handle them globally, e.g., terminating them properly upon the termination of
the EE and such.

The other way of organizing the indecs_context_t structures is of more practical use
and is aimed towards speeding up the process of the EE’s scheduler to be able to faster
decide which context is to be chosen to execute the next virtual instruction. According
to [1], chapter 3.2, the whole scheduling scheme of the EE is based on a priority based
cooperative multitasking. Which means that each process is assigned an integer number
called priority. The next context to be scheduled for executing the next virtual instruction
is allways the one, that has the biggest priority number and is ready to execute an
instruction, i.e., it has a whole instruction that is to be executed next in within the
context available.

To speed up the process of searching the the appropriate context the indecs_context_t
structures are also organized in another way. There is a dynamic list of occupied prior-
ities, i.e., each priprity that contains at least one context has an entry in this list. This
list is descendently ordered according to the priority. This allows quickly finding the top-
most priority context(s) (it takes a constant time) and possibly quicky skip to the next
lower priority which also takes a constatnt time) and so on. Each entry within this list
contains another dynamic list of all contexts (i.e., their indecs_context_t structures)
that are currently on that particular priority level. This organization allows us to easily
implement the round-robin principle of executing contexts that are on the same (top)
priority, according to [1|. The next context to be scheduled on the particular prioriry
level is the one that is on the top of the list connected to that priority within the list
of occupied priorities. Upon the scheduling the context is moved to the bottom of that
list (which is again a constant time operation), which assures the requested round-robin
behaviour.

To speed up the searching of appropriate context based on its Context Identification
(CID, see |1]), the list of all contexts is hashed according to the CID in addition to the
organization in the dynamic list. To speed up the process of searching the lists particular
priority level during the operation of reassigning a context’s priority, the list of occupied
priority levels is hashed as well, this time using the priority level as a hashing key.

3.2 Instruction Sources

According to [1] a source of instructions can be either an Incomming Isntruction Streaming
FIFO Buffer (IISB), which is implemented by an input stream to the Transcoder (that
instantiates the EE). This source is only streamable and is not seekable, which means,
that it can only execute instructions one after another in the order in which they are
stuffed into the IISB. So there are no jump or branch instructions that could explicitly
change the order of the execution of the instructions.
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The other source of instructions is the Local Memory Block (LMB), which is a dy-
namically preallocated area of memory that can be filled with instructions and executed.
Instructions executed from within the LMB can implement jumps and branching in the
execution targetting instructions that are also in an LMB.

While each IISB does have its own context, and so is a virtual process on its own, it is
not mandatory for the LMB source to have it as well. An LMB can be either launched as
a context on its own and then behave simmilarly to the I[ISB with jumping and branching,
or it can be just loaded with code and its peaces can be called from other contexts as
subroutines by the call or ccall instructions. And this can be done from both contexts
based on LMBs and contexts based on IISBs, which is a way how even an IISB based
context can implement sort of a jump or branch, even though in such an indirect way. But
to implement subroutine calls, each context has to have a special LMB that implements
the data structure called stack, which is created automatically upon the creation of each
process and its referrence (LMBID) is stored within a special context local register called
SLR (Stack LMB Referrence). This structure is mainly used to save the return pointer for
the next instruction to be called upon the return from the subroutine call, i.e., effectively
it saves the CVIP (Current Virtual Instruction Pointer) register (see [1]). As for contexts
executing the instruction stream from an IISB, this register allways has a special value
of 0, the concept of subroutine calling is also usable on such contexts without a problem.

LMBs are again instantiated by a structure, this time called indecs_lmb_t, and these
are again linked in a dynamic list with the head of the list grounded within the main
EE structure indecs_ee_t. Similarly to the list of contexts this list is also hased by the
LMB Identification number (LMBID), in order to speed up the process of searching the
particular LMB, since the explicit referrence to the data or instructions within an LMB
are ususally done by specifying the LMBID and an offset within the LMB.

3.3 Routing

Again, the routing mechanism is implemented according to [1], chapter 3.10. However in
order to use all of the possibble combinations of the routing registers GREN:, GRTE7 and
GRTN: (you can see the local routing principle using these registers depicted on Figure
3) and to speed things up a bit, another set of 255 1-bit registers called GREi: (Global
Routing Enable) was added. These registers when set to a 0 disable the operation of
the particular GREN, GRTE and GRTN registers with the same index, when set to a 1,
these are enabled.

To speed up the process of checking which of the 256 targets the routing should apply
to, these new 256 1-bit GRE registers are stored as 8 32-bit values which can be tested
for non-zero value as a whole and then possibly dig deeper into the individual bits, if it
is going to be necessary. Another thing that should speed up this process is a special
array of 256 entities held within the indecs_ee_t structure. This array contains for each
of the targets a reference counter, i.e., the number of local routing paths that take this
particular target as a source for the routing and though are of interest to the routing
mechanism, and an index of the first local routing path (by a local routing path in this
context we understand the three registers GRENi:, GRTE: and GRTN: with the same
index i), i.e., the one with the lowest index, that takes this target as a source. The
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Figure 3: The scheme of local routing using a GREN, GRTE and GRTN registers.

searching of the local routing paths for the specific target is then eased in a way, that
we explicitly know which is the first one (its index) and that we know how many of such
local routing paths there is, so we don’t need to go through all of the 256 GREN registers
for each executed instruction, in order to see where we need to route it.

4 Conclusion

The first prototype of the Execution Engine VPU core has been constructed. It yet
needs to undergo a series of testing and debugging in order to optimize and determine
its characteristics. However the process of integrating it into a full experiment control
system still requires a lot of work. First the derivative of the EE, the External Execution
Module (EEM) prototype has to be constructed. Next step would be a construction of
a simple network consisting of several of these components interconnected together and
testing of its operability. Further a series of special EEMs to interact with the actual
hardware of the experiment (in this case devices belonging to the KSN-2 diffractometer,
whose driving is the ultimate goal of this project) have to be created and tested. Another
task would be to create a simple and flexible user interface to let the user actually interact
with the experiment control system.
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Abstract. The EM algorithm has been used repeatedly to identify latent classes in categorical
data by estimating finite distribution mixtures of product components. Unfortunately, the un-
derlying mixtures are not uniquely identifiable and moreover, the estimated mixture parameters
are starting-point dependent. For this reason we assume the latent class model only to define a
set of elementary properties and the related statistical decision problem. In order to avoid the
problem of unique identification of latent classes we propose a hierarchical “bottom up” cluster
analysis based on unifying the latent classes sequentially. The clustering procedure is controlled
by minimum information loss criterion.

Abstrakt. Shlukovi analyza kategoridlnich dat je obecné obtiznou tlohou, ve které neni mozné
vyuzit standardnich postupt, protoze u kategoridlnich neni jednoduse definovatelnd obecné
platni metrika. Jisté moZnosti v tomto sméru nabizi hledani tzv. latentnich t#id, pomoci EM
algoritmu, které je v8ak velmi omezeno. V prvé fadé tim, ze shluky hleda pouze ve tvaru kom-
ponent smési, a v druhé naraZi na teoreticky problém neidentifikovatelnosti smési a jeji zavislost
na pocateénim feseni. V nafem ptipadé takto nalezené t¥idy pokladame pouze za referenéni
body, které definuji transformaci kategoridlnich dat do redlného prostoru. Po transformaci je
vyuzito hierarchické shlukovani s vyuzitim kritéria Informacéni ztraty.

1 Introduction

The concept of cluster analysis is closely related to the similarity of objects or distance of
data vectors defined by a metric. The cluster analysis of categorical (nominal, qualitative)
data is difficult because the standard arithmetical operations are undefined and also
there is no generally acceptable definition of distance for multivariate categorical data.
For these and other reasons the standard methods of cluster analysis cannot be applied
directly to multivariate categorical data.

One of the first ideas of statistical multivariate analysis of categorical data appears to
have originated with Lazarsfeld [22]. In the framework of sociological research he proposed
the fitting of multivariate Bernoulli mixtures to binary data with the aim to identify
possible latent classes of respondents. Serious drawback of the Lazarsfeld’s idea has been
the tedious and somewhat arbitrary methods used for fitting the models. The numerical

“This research was supported by the EC project no. FP6-507752 MUSCLE, by the grant No.
1ET400750407 of the Grant Agency of the Academy of Sciences CR and partially by the project MSMT
1MO0572 DAR.
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problems have been removed only by the computationally efficient EM algorithm [6].
Discussion of the latent class analysis from a statistical point of view can be found in
Goodman [9] and Fielding [7]. Other approaches to latent structure- and latent variable
models are discussed by Bartholomew |2], (see also [8], [23]). In the last years the original
idea of Lazarsfeld has been widely applied and frequently modified by different authors
(cf. e.g. [19], [28]).

In this paper we propose a new approach to cluster analysis of categorical data in the
context of data mining. Applying the latent class model to large multivariate databases
we have to assume large number of classes (M ~ 10! = 10?) and multiple solutions of
comparable quality. In order to avoid the difficulty of unique identification we propose
a hierarchical clustering procedure based on sequential unifying the “elementary” latent
classes. The procedure is controlled by the minimum information loss criterion.

2 Latent Class Model

Let us suppose that some objects are described by a vector of discrete variables taking
values from finite sets:

= (21,...,TN), Tp € Xy, | Xy <00, xEX =X X - X Xn. (1)

We assume that the variables are categorical (i.e. non-numerical, nominal, qualitative)
without any type of ordering. Considering the problem of cluster analysis we are usually
given a set of data vectors

S={zW . 2 2P cx. (2)

The goal of cluster analysis is to partition the set S into “natural” well separated subsets
which correspond to similar objects

%:{81782,...78]\/[}, S:U}]ZIS]', SZﬂS] :(Z), fOI"Z?’éj (3)

The concept of cluster analysis is closely related to some similarity or dissimilarity mea-
sures. Unfortunately, in case of categorical variables the arithmetical operations are un-
defined and therefore we cannot compute means and variances nor there is any generally
acceptable way to define distance for the categorical data vectors & € X'. For this reason
the standard algorithms of cluster analysis are not directly applicable to categorical data.

One of the first statistically justified approaches to clustering discrete data is the latent
structure analysis of Lazarsfeld [22|, who proposed to identify latent classes in binary
data by estimating multivariate Bernoulli mixtures. The method is easily generalized to
categorical variables and it is often discussed in recent literature in different modifications
as “latent class analysis” [28]. In particular we define the latent class model as finite
mixture of product components

P(x)= Y w,F(xlm), €X, (w,>0), M={l... M} (4)
meM
F(zm) = [] fa(zalm), N ={1,....N} (5)

neN
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where the probability w,, is the probabilistic weight of m-th component, f,(x,|m) are
the conditional (component specific) univariate discrete distributions and M, N are the
index sets of components and variables respectively.

The formula (4) can be viewed as a model of conditional independence with respect to
the index variable m. It is not restrictive in case of discrete variables since any discrete
probability distribution can be expressed as a product mixture (4) if the number of
components may be chosen large enough (cf. [17]).

The standard way of estimating mixtures is to use EM algorithm (cf. [6], [10], [21],
[24]). In particular to compute maximum-likelihood estimates of mixture parameters we
maximize the log-likelihood function

‘S|ZlogP ‘S|Zloglz wy F a:|m] (6)

€S €S meM

3 Non-unique Identification of Latent Classes

It can be seen that the distribution mixture (4) naturally defines a statistical decision
problem {X,w,,F(.l|m),m € M}. Having estimated the mixture parameters we can
compute the Bayes probability ¢(m|x) that a data vector & € S “relates” to the m-th
component. Using the Bayes decision function *

d(w@) = argmax{q(jl2)}, @€ X. (7)

we can define the “latent class” partition 3 of the set S by classifying the points € S
by means of d(x):

R=1{S,S....Su), Sp={xecS:dx)=m}, meM. (8)

Let us recall that the partition 3 represents the result of latent class analysis in the
original form proposed by Lazarsfeld (cf. [22|, |28]). The posterior weights ¢(m|x) can
be viewed as membership functions of the estimated latent classes. They are particularly
useful if there is some interpretation of the mixture components, e.g. if the components
correspond to some real “latent classes” [22], “hidden causes” [23] or “clusters” having a
specific meaning.

The latent class model (4) seems to be one of the most widely applicable tool of cluster
analysis of categorical data. Thus e.g. the original idea of Lazarsfeld has been used by
many authors to identify individual classes of bacteria (cf. e.g. [19]) and more recently
Vermunt et al. [28] describe different modifications of the latent class analysis as applied
in other fields.

A serious disadvantage of the latent class analysis relates to the fact that the resulting
clusters may be non-unique. It is obvious that, if the estimated mixture is not defined
uniquely, then the corresponding interpretation of data in terms of latent classes may

'In case of ambiguity we set the decision function d(z) equal to the smallest index j € M with the
maximum property.
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become questionable. Unfortunately, there are at least three sources of uncertainty which
may influence the resulting form of the estimated mixture. First, there is no exact
method to choose the proper number of components (cf. [21]). Another source of multiple
solutions is the existence of local maxima of the log-likelihood function. For this reason we
can expect different locally optimal solutions depending on the chosen initial parameters.
However, even if we succeed to manage the computational aspects of the latent class
model identification, there is still the well known theoretical problem that the latent
class model is not identifiable (cf. [25], [3], [19])-

In practice the non-identifiability of latent class models does not seem to have serious
consequences since the classes can be uniquely identified by external knowledge or by
additional constraints (cf. [5], [19]). As it appears, in many practical problems the
well defined components can be spontaneously identified [5]. However, in the context of
data-mining the problem of non-identifiable latent classes becomes more essential.

In case of large multidimensional real-life databases, which are typical for data-mining
problems, the form of the estimated distribution is generally unknown. Obviously, the
primary goal is to approximate the unknown distribution instead of exact identification of
a specific set of mixture parameters. Multidimensional spaces are “spars” and therefore,
in order to achieve reasonable approximation accuracy, we have to choose relatively large
number of components (M = 10? = 10%). Some of the resulting components usually have
very low weights and may be omitted without observable consequences. In this sense the
exact number of components M is less relevant. According to our practical experience
(cf. [14], [15], [16]) there are usually numerous local maxima of the likelihood function
having similar values. Expectably, the corresponding mixture estimates are different but
of comparable quality. From the point of view of approximation accuracy the influence
of initial parameters is negligible and the EM algorithm can be initialized randomly.

4 Statistical Cluster Decision Problem

We can conclude that in case of data-mining we have to consider multivariate latent class
models with relatively large number of classes. There is usually large variability of the
estimated parameters which, on the other hand, correspond to similar values of the log-
likelihood function and comparable approximation accuracy of the estimated mixture.
For this reason the latent classes themselves are not suitable to define directly the latent
structure of large multivariate categorical data sets. In this paper we propose a hierar-
chical “bottom up” clustering procedure which consists in sequential pairwise unifying of
the elementary latent classes. A suitable criterion to control the process of hierarchical
cluster analysis is the statistical decision information.

As shown in Sec. 3 the identification of classes represents a classification problem
which can be solved in terms of statistical decision-making. Considering the probabilistic
description of latent classes we can compute the statistical decision information (X, M)
about M contained in X. By means of Shannon formula we obtain

(X, M)=HM)-HM|X), HM)= Y —wp,logwp,, (9

meM

~—
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H(M|X) =) P@)H, (M) =) P(x) Y —q(m|z)logq(ml|z). (10)

TeX zeX meM

Here H(M) is the uncertainty connected with estimating the outcome m € M of a
random experiment with the probabilities {wy, ..., wy}. Given a vector & € X we can
improve the estimation accuracy by computing the more specific conditional probabilities
g(m|x). In this way we make use of the decision information contained in the latent class
model.

By means of the decision function d(x) we define partition ® of the space X

O ={X,X,... . Xy}, X=ULX, XnNX; =0 fori#j (11)

Using the partition ® we can simplify the decision-making by considering only the “aver-
aged” conditional probabilities

o) = P = 3 P = S pytle). (12

The statistical decision information contained in the averaged conditional probabilities
q(m|X;) can be expressed by Eq.:

[(®,M) = HM) — HM|®) = =Y P(X)Hx, (M), (13)
JEM
Hy, (M) =) —q(m|X;)log q(m|X;). (14)
meM

Obviously, the simplified decision-making based on the partition ® is connected with
some information loss given by the difference

ADPX)=1(X,M)—I(P,M)=HM|P) - HM|X) = (15)

=Y P(X)Hx, (M) = Y N P(z)H (M) =

JEM JEM zeX;
P(x) g(m|x)
S ID LI SR i
JEM X mEM q(m‘ j)

It can be seen that the last sum in the above expression represents the Kullback-Leibler
information divergence which is non-negative for any two distributions g(m|z), g(m|X;)
and therefore the difference A(®, X') is non-negative.

In view of the above equations any cluster analysis resulting in a partition of the
data space X is connected with some information loss from the point of view of the
underlying “elementary” decision problem. In order to minimize the information loss the
subsets X; € ® should contain the points € X; with similar conditional probabilities
g(m|x) or, in other words, having similar “elementary” properties. In this sense the the
information loss (15) is a suitable criterion to control the proces of cluster analysis.
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5 Minimum Information Loss Cluster Analysis

Considering the problem of cluster analysis in the framework of data-mining we are given
typically a large set & of multivariate categorical data. In analogy with the partition ®
we define a partition R of the set S by means of the decision function d(x) (cf. (7))

R={5,5,...,8u}, Sn={xeS:dx)=m}, meM. (16)

Obviously the subsets §; € R analogous to X; € ® correspond to the “elementary prop-
erties” defined by the latent class model. In view of the Bayes decision function d(x),
the subset S,, € R contains only data vectors @ € S with the most strongly “expressed”
elementary property “m

>From the theoretical point of view the data vectors & € S represent independent,
and identically distributed observations of a random vector and therefore the above infor-
mation formulas are not directly applicable to the partition . Considering the data set
S we can estimate the statistical decision information /(X, M) contained in the latent
classes by means of Eqs.

H(M|X) = Eg{Hzg(M = 18] ZHw (17)
. . 1
I(X,M)=HM)—- HM|X)=H(M) — 5 > Hgp(M). (18)

In order to evaluate the information loss connected with the partition ® we have to
estimate the information 7(®, M) by means of the observation sample S. By using the
estimates

G(m|X;) = ‘S|$€ZS g(ml|z), P(X;) = % jeM (19)
we can write
(D, M) = H(M) — H(M|®) = Z ‘i (20)
eM
Ha, (M) = ) —G(m|X;)log g(m| ;) (21)
meM

and finally we obtain (cf. (15))

Z Z Z (m|x) log A((m”if)) 0 (22)

jeEM x€ES; me./\/l

We can estimate the information loss which will arise if we unify two distinct subsets
Xj, X, € @, i.e. the new partition @ will contain only one subset X; U &, instead of the
two original. Since the two partitions differ only in the modified sets, we can write in
analogy with (15):

AD, D) =I(P,M) — (D', M) = HM|D) — HM|D) = (23)
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Mixture latent CA | 50 clusters | 20 clusters | 10 clusters
Original mixture 0.00 0.00 0.00 0.00
M—10 0.06 - - 0.06
M—20 0.01 - 0.01 0.21
M=50 0.05 0.02 0.02 0.12
M=100 0.21 0.04 0.18 0.41
M=200 0.23 0.12 0.33 0.54

Table 1: Mean value of cluster’s entropies for different distribution mixtures.

= P(X; U X)) Hy,u, (M) — P(X)) Ha, (M) + P(Xp) Hx, (M).

The estimate of the quantity A (P, q)/) based on the partition & will depend only on the
two sets S;, S, € R. We denote (cf. (19),(21))
S; US| ~ Si| » Sk| ~
Q.50 = g M i) - Gl - Bl . e
The information loss Q(S;,Sk) caused by union of the sets S;,S; € R can be used
as a criterion for the optimal choice of the pair of subsets to be unified. In other words,
in each step of the procedure we unify the two sets S;, S, € R for which the resulting
information loss Q(S;, Sy) is minimized.

6 Numerical Examples

For basic numerical experiments a set of artificial data was created to find out the pos-
sibilities and restrictions for the presented clustering method.

Another experiments were made with the database of handwritten numerals of Con-
cordia University from Canada, which allows perfect visual validation of gained results.

6.1 Artificial data

In previous text we suppose that the data set S is a set of independent and identically
distributed observations of a random vector, whose statistical properties can be described
by a discrete distribution mixture (4). In order to fulfil this assumption such a mixture
has been prepared and then used as a propability distribution for generating the vector
data set.

The generating distribution mixture was created randomly with 10 clusters each rep-
resented by 5 similar components, vectors were binary and the dimension was 256. The
size of the generated data set was 10* vectors.

With this data all steps of clustering algorithm were done. The table 1 shows clustering
results for different parameters. For partition R of the data set S (see 16) we can define a
criterion of its quality like a mean value of entropies of the original classes distribution in
particular cluster. In other words for every cluster we can estimate the discrete density
of original classes in this cluster and calculate the entropy of this density.

When there are vectors only of one original class in a cluster the used criterion is zero
and the worse the clusters are (i.e. vectors in a cluster are of various original classes) the
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higher the criterion is. According to this we can see that the results in table 1 are not
really good.

6.2 Numerals

Almost same experiments as in previous section were made with the handwritten numeral
database of Concordia University, Canada. This database contains 6000 images of hand-
written numerals from US ZIP postal codes and is usually used for supervised pattern or
image recognition.

In this paper we have slightly different point of view. The images were transformed to
a binary raster normalized to a defined size and we consider these images to be common
binary vectors without any additional structure - that means we are interested only in
the pixel values but we do not consider their positions.

This goal is quite uneasy but we are not looking for the best clustering method for
this type of data; we would like to test our method in its general form. A big convenience
of this data set is the possibility of visual validation of the clustering.

PO/ 2238¥ #5846 /7TEF 2

Figure 1: An example of the numerals data

In these experiments various vector dimensions and different number of latent classes
were used. The figure 1 shows a sample from a data set with dimension 256 and the
figure 2 shows the estimated distribution mixture with 100 components.

AN VN AN SIS SIAEIGIS 1A AT
FNANANALNANONS IS AN OIC AZ1 611 S| OIG
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Figure 2: The estimated distribution mixture with 100 components

In the figure 3 can be seen the evolution of cluster shapes during the clustering. The
first row shows 25 clusters, i.e. the state after 75th iteration. Every next row shows the
state after another 5 iterations. In the most fortunate case ten different digits would be
seen in the last row but in our case only few digits are recognizable.

25 clusters gl 2 192 ) I N P P P P g P4 P 2 o S
20 clustars AN SUF AL AL o7

15 clustars P 2 ] P g

10 clustars Pt 72 1 ] P I

Figure 3: Some of the final steps of the hierarchical clustering
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7 Conclusion

The latent class models have been used repeatedly as a tool of cluster analysis of multi-
variate categorical data since the standard approaches are usually not directly applicable.
Unfortunately, the underlying discrete distribution mixtures with product components are
not uniquely identifiable. In order to avoid the problem of identifiability the latent class
model is interpreted in this paper only as a set of elementary properties. We define an
information preserving transform of the original categorical data into a multidimensional
real space by computing the conditional weights of the elementary properties for the data
vectors * € S. The relations between the transformed data vectors described in terms of
elementary properties are less influenced by the particular form of latent classes. The hi-
erarchical cluster analysis of the transformed space is controlled by minimum information
loss criterion.

The presented numerical experiments are not convincing but the results are not con-
sidered to be final. We are now trying to find out the problematical points of the algorithm
and improve the presented method.

References

[1] Ajvazjan, S.A., Bezhaeva, Z.I., Staroverov, O.V. : Classification of Multivariate
Observations, (in Russian). Moscow: Statistika (1974)

[2| Bartholomew D.J.: Factor analysis for categorical data. J. Roy. Statist. Soc. B, 3 42
(1980) 293-321

[3|] Blischke W.R. : Estimating the parameters of mixtures of binomial distributions.
Journal Amer. Statist. Assoc., 59 (1964) 510-528

[4] Boyles R.A.: On the convergence of the EM algorithm. .J. Roy. Statist. Soc., B, 45
(1983) 47-50

[5] Carreira-Perpignan M.A., Renals S.: Practical identifiability of finite mixtures of
multivariate Bernoulli distributions. Neural Computation, 12 (2000) 141-152

|6] Dempster, A.P., Laird, N.M. and Rubin, D.B.: Maximum likelihood from incomplete
data via the EM algorithm. J. Roy. Statist. Soc. B, 39 (1977) 1-38

|7| Fielding A.: Latent structure models. In: The Analysis of survey data, (Eds.
O’Muircheaxtaigh C.A, Payne C.), London: Wiley, (1977) 125-157

[8] Gibson W.A.: Three multivariate models: Factor analysis, latent structure analysis
and latent profile analysis. Psychometrika, 24 (1969) 229-252

[9] Goodman L.A.: Analyzing qualitative/categorical data log-linear models and latent
structure analysis. Reading, Mass.: Addison-Wesley, (1978)

[10] Grim, J. : On numerical evaluation of maximum - likelihood estimates for finite
mixtures of distributions. Kybernetika, 3 18 (1982) 173-190



36 J. Hora

[11] Grim J.: Multivariate statistical pattern recognition with nonreduced dimensionality,
Kybernetika, 22 (1986) 142-157

[12] Grim, J.: Design of multilayer neural networks by information preserving transforms.
In: E. Pessa, M.P. Penna, A. ontesanto (Eds.), Proceedings of the Third European
Congress on System Science, Roma: Edizzioni Kappa, (1996) 977-982

[13] Grim J.: Discretization of probabilistic neural networks with bounded information
loss. In: Preprints of the 3rd European IEEE Workshop on Computer-Intensive
Methods in Control and Data Processing. (Eds. Warwick K. et al.). UTIA, Czech
Academy of Sciences, Prague (1998) 205-210

[14] Grim J., Boc¢ek P., Pudil P. (2001): Safe dissemination of census results by means of
interactive probabilistic models. In: Proceedings of the ETK-NTTS 2001 Conference,
(Hersonissos (Crete), European Communities 2001, 2 (2001) 849-856

[15] Grim J., Haindl M.: Texture Modelling by Discrete Distribution Mixtures. Compu-
tational Statistics and Data Analysis, 3-4 41 (2003) 603-615

[16] Grim J., Kittler J., Pudil P., Somol P.: Multiple classifier fusion in probabilistic
neural networks. Pattern Analysis € Applications, 75 (2002) 221-233.

[17| Grim J.: Latent Structure Analysis for Categorical Data. Research Report UTIA,
No. 2019, Academy of Sciences of the Czech Republic, Prague 2001, 13 pp.

[18] Grim J.: EM Cluster Analysis for Categorical Data. In: Proceedings of the SSPR’06,
Hong-Kong (2006).

[19] Gyllenberg M., Koski T., Reilink E., Verlaan M.: Non-uniqueness in probabilistic
numerical identification of bacteria. Journal of Applied Prob., 31 (1994) 542-548

[20] Isaenko, O.K., Urbakh, K.I.: Decomposition of probability distribution mixtures into
their components (in Russian). In: Theory of probability, mathematical statistics and
theoretical cybernetics, Moscow: VINITI, 13 (1976)

[21] McLachlan G.J. and Peel D.: Finite Mizture Models, John Wiley & Sons, New York,
Toronto, (2000)

[22] Lazarsfeld P.F., Henry N.W.: Latent structure analysis. Houghton Miflin, Boston
(1968)

[23| Pearl J.: Probabilistic reasoning in intelligence systems: networks of plausible infer-
ence. Morgan-Kaufman, San Mateo, CA (1988)

[24] Schlesinger, M.I.: Relation between learning and self learning in pattern recognition
(in Russian), Kibernetika, (Kiev), 2 (1968) 81-88

[25| Teicher, H. : Identifiability of mixtures of product measures. Ann. Math. Statist., 39
(1968) 1300-1302



Minimum Information Loss Cluster Analysis for Categorical Data 37

[26] Titterington, D.M., Smith, A.F.M. and Makov, U.E.: Statistical analysis of finite
mixture distributions, John Wiley & Sons: Chichester, New York (1985)

[27] Vajda 1., Grim J.: About the maximum information and maximum likelihood prin-
ciples in neural networks. Kybernetika, 34 4 (1998) 485-494

[28] Vermunt J.K., Magidson J.: Latent Class Cluster Analysis. In: Advances in Latent
Class Analysis, (Eds. Hagenaars J.A., McCutcheon A.L., Cambridge University Press
(2002)

[29] Xu L. and Jordan M.I. : On convergence properties of the EM algorithm for Gaussian
mixtures. Neural Computation, 8 (1996) 129-151



38




Recognition of Partially Occluded Objects
After Affine Transformation®

Ondrej Horacek

3rd year of PGS, email: horacek@utia.cas.cz

Department of Mathematics, Faculty of Nuclear Science and Physical
Engineering, CTU

advisor: Jan Flusser, Institute of Information Theory and Automation, Academy
of Sciences of the Czech Republic

Abstract. A method dealing with recognition of partially occluded and affine transformed binary
objects is presented. The method is designed for objects with smooth curved boundary. It divides
an object into affine-invariant parts and uses modified radial vector for the description of parts.
Object recognition is performed via string matching in the space of radial vectors.

Abstrakt. V ¢lanku je pFedstavena metoda na rozpoznévani ¢astecné zakrytych objekti po afinni
transformaci. Metoda byla vyvinuta pro objekty s hladkou hranici. Objekt je rozdélen na afinné
invariantni ¢asti a ty jsou popsany pomoci modifikovaného radidlniho vektoru. K rozpoznavani
je pouzit string matching v prostoru radidlnich vektoru.

1 Introduction

Recognition of objects under partial occlusions and deformations caused by imaging ge-
ometry is one of the most difficult problems in computer vision. It is required always
when analyzing 2-D images of a 3-D scene. Although many methods trying to solve this
task have been published, it still remains open. Clearly, there is no universal algorithm
which would be "optimal" in all cases. Different methods should be designed for different
class of objects and for different groups of assumed deformations.

In this paper, we deal with objects of a curved boundary, which does not need to be
polygonal typically complicated smooth curve boundary. Further more, we assume the
objects are deformed by an unknown affine deformation. This assumption is realistic in
most real situations when photographing an object arbitrary oriented in the 3-D space.
Precisely, such a deformation is a perspective projection but it is well known it can be
approximated by affine transform when the object-to-camera distance is large comparing
to the size of the object.

We introduce a method developed for the recognition under the mentioned conditions.
First, the shape is divided into parts which are defined by means of inflection points of
the object boundary. Then the shape of each part is described by a special kind of radial
vector. Finally, the parameters of the affine deformation are estimated and classification
is performed by string matching in the space of radial vectors. The performance of the
method is demonstrated by experiments.

*This work has been supported by the Czech Ministry of Education under the project No.
1M6798555601 (Research Center DAR).
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2  Overview of current methods

Current methods can be classified into two major categories. The methods of the first
group divide the object into affine-invariant parts. Each part is described by some kind
of "standard" global invariants, and the whole object is then characterized by a string
of vectors of invariants. Recognition under occlusion is performed by maximum sub-
string matching. Since inflection points of the boundary are invariant to affine (and even
projective) deformation of a shape, they become a popular tool for the definition of the
affine-invariant parts. This approach was used by Ibrahim and Cohen [3|, who described
the object by area ratios of two neighboring parts. As a modification which does not
use inflection points, concave residua of convex hull could be used (Lamdan [5]). For
polygon-like shapes, however, inflection points cannot be used. Instead, one can con-
struct "cuts" defined by three or four neighboring vertices. Yang and Cohen [12] used
area ratios of the cuts to construct affine invariants. Flusser [2| further developed their
approach by finding more powerful invariant description of the cuts. A similar method
was successfully tested for perspective projection by Rothwell [7].

The methods of the second group are "intrinsically local", i.e. they do not divide the
shape into subparts but rather describe the boundary in every point by means of its small
neighborhood. In that way they transform the boundary to a so-called signature curve
which is invariant to affine/projective transform. Recognition under occlusion is again
performed by substring matching in the space of signatures. Typical representatives
of this group are differential invariants. They were discovered hundred years ago by
Wilcezynski [11] who proposed invariant signatures based on derivatives of up to 8-th
order. Weiss [10] introduced differential invariants to the computer vision community. He
published a series of papers on various invariants of orders from four to six |9, 1|. Although
differential invariants seemed to be promising from theoretical point of view, they have
been experimentally proven to be extremely sensitive to inaccurate segmentation of the
boundary, discretization errors and noise.

Following methods dealing with recognition of transformed object could be relevant
to our conditions, too. Mokhtarian and Abbasi |6] used inflection points themselves to
characterize the boundary. They constructed so-called Curvature Scale Space and traced
the position of inflection points on different levels of image pyramid. The trajectories of
the inflection points then served as object descriptors. Lamdan [5] used mutual position
of four "interesting" points for the recognition. To verify the received match, normalized
concave areas were described by the radial vector. There are also methods based on
wavelet transform of the boundary. Tieng at al. |8] introduced wavelet-based boundary
representation, where affine invariance was achieved by enclosed area contour parame-
terization. A similar approach was used by Khalil at al. [4]. However, the use of the
wavelet-based methods in case of partial occlusions is questionable.

3 Definition of affine-invariant parts

Both inflection points and central points of straight lines are affine invariant, i.e. the
properties "to be an inflection point" and "to be a central point of a straight line" are
preserved under arbitrary nonsingular affine transform. Thus, we use these points (called
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"cut points" in the sequel) for the construction of affine-invariant parts. We connect each
pair of neighboring cut points by a line. This line and the corresponding part of the
object boundary form a convex region which may but need not to lie inside the original
object (in Fig. 1c). If further, we call these regions the cuts and the parts equivalently.
The sequence of such cuts carries efficient information about the object.

Detection of inflection points of discrete curves has been discussed in numerous papers.
Let us recall that in the continuous domain an inflection point is defined by a constraint
Z(t)y(t) —z(t)y(t) = 0, where x(t), y(t) represent a parameterization of the curve and the
dots denote derivatives with respect to . When this definition is directly converted to
the discrete domain, it becomes very sensitive to sampling and noise. Thus, we propose
a new robust method of curvature estimation.

A circle with a fixed radius is placed on each boundary point (in Fig. 1a). Ratio of the
whole circle area to its area contained in the object serves for estimation of the curvature.
When this ratio equals 0.5, the boundary has zero curvature and the corresponding point
is either an inflection point or it lies inside a straight segment. From the obtained values,
we construct a curvature graph (in Fig. 1b) and smooth it. Now we find the division of
the original object into parts: We define cut points as zero-crossing points and middle
points of approximately zero-value segments. Furthermore, a request of sufficient cut size
is considered: the segment of the curvature graph between two cut points should have
sum of values above some threshold, otherwise it is treated as a part of zero curvature.
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a) Curvature estimation b) The curvature graph with ¢) Division of the object into

the cut points parts

Figure 1: Definition of affine-invariant parts

4 Description of the parts

The object is represented by parts called cuts as described in the previous section. By
adding a description of the shape of the individual cuts we get a description of the whole
object which is robust to occlusion. Robustness to occlusion means that if some part
of the object boundary is missing or changed, only few elements of the feature vector
are changed. This is an important attribute. Note that traditional global methods, for
instance description of the object by moment invariants or Fourier descriptors, do not
have this property.

It would be possible to describe each cut individually and eliminate the impact of the
deformation by using proper affine invariants (moment invariants or Fourier descriptors
for instance). In such case, however, we do not employ important information that all the
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cuts were deformed by the same transformation. Including this consistency information
in the object description can significantly increase the recognition performance. Thus, we
propose the following description of the cuts by a modified radial vector, with included
position of control points. See complete demo object description in Fig. 2a.

The spokes of the modified radial vector come from the middle of the cutting line and
they divide the cut into subparts of equal area. For each cut, they are constructed as
follows.

1. Define the desired number n of the spokes (i.e. the length of the radial vector).
2. Go through the outer boundary of the cut.

3. For each step calculate the area of the triangle between the neighbouring boundary
points and the midpoint of the cutting line.

4. If the cumulated area exceeds k/(n—1) fraction of the total cut area, the k-th spoke
ends in the current boundary point.

The introduced modified radial vector divides the cut invariantly under affine trans-
formation. Note that a classical radial vector with constant-angle spokes distribution or
constant-boundary length spokes distribution has not such a favorable property.

10F N 200

20 N 200

30 , 60

40 , 8o

501 7 100

60 q 120+

701 b 140+

80k L L L L L L L 160L L L L L L
20 40 60 80 100 120 140 50 100 150 200 250

a) Object description by radial vectors b) Sequence of similar cuts

Figure 2: Description and matching of the demo object

5 Matching

The image is classified by finding the longest and best matching section of the border (in
Fig. 2b). This is realized by comparing sequences of parts between the classified image
and database objects.

1. For each cut of the database object and each cut of the image do the following:

2. Take a sequence of cuts starting from the current cut. A length of this sequence is
gradually incremented, it begins with the length of the previous longest successful
match (or equals one in case of the first trial).
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3. Recover the affine transformation 7" between the database and classified object.
Use the least square fit of the control points of all cuts involved in the sequence.
Each cut has three control points: two cut points and the middle-spoke end-point.

4. Transform the database radial vectors by the transformation 7.

5. Compare the transformed database radial vector sequence with the current one
from the image. Similarity measure S is evaluated for this purpose — see below. If
S is smaller than required similarity threshold, this sequences are considered not to
match, and a start of next sequence is taken on the step 1.

6. The current sequence of radial vectors was successfully tested for a match in the
previous step. If this sequence is longer than the previous best match, or is equal
and the similarity level S is higher, select this match as the best one. Now try to
make the matching sequence even longer continue with the step 2.

Similarity measure S is introduced for suitable comparison of the radial vectors u, v.
S =1onlyifu = v, S approaches zero for growing vector difference. The single similarity
measure s; of the i-th spoke lengths u;, v; is a Gaussian quantity of the u; — v; difference
(in Fig. 3a)
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The Gaussian dispersion o; has an absolute component k; which realizes a noise tolerance
and relative one, constant ks, which determines a tolerance relative to the value size.

We have the following requirements for combining single component s; to overall
similarity measure S: S = s; if all s; are equal, S = 0 if at least one s; = 0, and S needs
to be sensitive to all s;. Moreover, it is reasonable to require S to be 0.75 if all but one
s; equal 1 and one s; equals 0.5 (in Fig. 3b). All these criteria are met for example by
weighted average with weights w; inversely proportional to s;

6 Experimental results

The proposed method was tested on a set of 24 binary objects (Fig. 4) segmented from
original color images. The objects were successively deformed by various affine trans-
forms, their various regions were occluded and then the objects were matched against
the original database. As a matching criterion which should be maximized we took the
number of those cuts of the test object which match with the cuts of the database object.
This is in fact a well-known principle of string matching.

For illustration, two examples are shown in Fig. 5. On the left-hand side, one can see
partially occluded and transformed objects. The corresponding database objects (which
were successfully found in both cases) are shown on the right-hand side. The control
(inflection) points are highlighted, their connecting lines define the division into cuts.
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Figure 4: Our object database

The spokes of the corresponding radial vectors are drawn inside the matched cuts of the
image.

The modified radial vector describes the boundary with a good precision, the toler-
ance to a shape perturbations is controlled by user-defined parameters/thresholds. This
enables an optimization for various types of shapes. Surprisingly, the boundary does not
need to be a smooth curve with well-defined inflection points. The method finds control
points even on polygonal cuts (in Fig. 5a). Furthermore, due to some tolerance threshold
for the detection of inflection points, we can obtain even some non-convex cuts. We are
able to construct radial vector also for these non-convex cuts (in Fig. 5d). Remind that
our modified radial vector is created by dividing cumulative area while proceeding throw
the cut boundary.

The object description and the result of a recognition naturally depends on the con-
ditions of the experiment: character of the shapes, amount of occlusion, degree of the
transformation, and noise. Before summing up statistical experiments, let’s focus on
some situations in detail. As we can see in Fig. 6b), thanks to our robust curvature esti-
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Figure 5: Recognition examples and description of recognized database objects

mation and similarity measure, the proposed method’s resistance to noise is quite good.
Affine transformation was applied to the images in Fig. 6¢) and 6d). The original object
was recognized from the image, but some cuts were not included in the match. We will
explain this phenomenon in the following example.

At the bottom of Fig. 7 are two overlapped objects, the second one was transformed
by a slightly wilder transformation. One can see that the position of the marked control
point was evaluated differently due to changed curvature of the boundary. Therefore,
one of the cuts changed its shape and did not match with the pattern cut. This leads
to match reduction and worse position detection (the overlayed database object is drawn
by dotted line). Control point instability is caused by unsuitable shapes (without clear
inflection points), affine transformation (affects the curvature), or occlusion (inflection
points originally ignored can become significant). Although our control point detection
on a smooth boundary was improved comparing to traditional methods, it still remains a
principal problem. In general, we can say that the recognition is as good as the stability
of the critical points.

Recognition under various conditions is summarized in Table 1. "Image area" denotes
the size of the visible part of the test object (in per cent), "Constant scale of details" in-
dicates whether or not the same thresholds were used for database and test objects when
detecting inflection points, and "Transformation" means the significance of the deforma-
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Figure 6: Influence of affine transformation and noise to recognition
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Figure 7: The impact of instability of the control points

tion measured by skewing. The table itself shows the maximum number of matching cuts
over all database objects. In all instances where the maximum number of matching cuts
was greater than two the test objects were recognized correctly. One or two matching
cuts does not ensure unique correct match, so the classification can be wrong. These not-
recognized objects are represented inside the table by image. Their problem is caused
by strong deformation or large amount of occlusion which leads to instability of control
points.

6.0.1 Comparison with area ratio method

The presented method is compared to Ibrahim and Cohen [3] paper, which is based on
area ratio of shape parts (cuts). Although their algorithm was originally not developed
for recognition of partially occluded objects, it is suitable for these conditions too. Their
cuts are bounded by inflection points as well.

Recognition power and discriminability of the methods were tested by mutual match-
ing of our 24 database objects (in Fig. 4). Implementations of both algorithms use the
same detection of inflection points, therefore we can set a threshold of the Ali’s method
to classify our correct matches as good ones. In Table 2, counts of incorrectly matched
neighbouring cuts are compared.

It is clear that the area ratio carries much less information than our modified radial
vector. Proposed method needs only 3 cuts for unique correct match, while the area ratio
method requires 5 cuts. These numbers are relevant to our database, different number of
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Table 1: Experiment of 8 object recognition under various conditions. Correct recognition
is represented by the numbers of matching cuts. Icons inside the table denote cases whet
insufficient number of cuts were found unique recognition.

Image area 100% | 90% | 50% | 50% | 100% 100% 50%
Constant scale yes yes no yes yes yes yes
Transformation none | none | none | none | medium | strong | medium
Original image n n I I ° o ‘
’ 12 7 4 3 10 7 3
d 11 8 ( 7 4 6 {
m 11 8 3 4 6 4 3
Eﬂ 1| 9| 3 | 4 3 | S| 3
& 7 a0 B 7 .
Sl 3 s [ N 3 || e
< 0 | 7 |[w<| ¢ 8 | | 4
y 2 9 6 | 4 | 4 1 8 1

Table 2: Number of incorrect matches of area ratio and proposed method. Thresholds of
Ali’s method was set to classify our correct matches as good ones.

Length of possible match | Area ratio method | The proposed method
4-cut string 12 wrong matches 0 wrong matches
3-cut string 59 wrong matches 0 wrong matches
2-cut string 249 wrong matches 10 wrong matches
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matching cuts could be required for unique object match on some other database. Both
methods can be affected by control points instability. In Fig. 8 you can see one of the 10
worst two-cut wrong matches of presented method and a sample of wrong four-cut match
of area ratio method.

20
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Two-cut wrong match of the proposed method

L L L L L L
50 100 150 200 250 300

Four-cut wrong match of the area ratio method

Figure 8: Example of too short matches for correct recognition, for both compared meth-
ods. Proposed method needs 3 cuts for unique correct match, the area ratio method
requires 5 cuts.

7 Conclusion

We presented a method for recognition of partially occluded binary objects deformed by
affine transformation. The method uses local affine-invariant description of the object
boundary by means of inflection points and radial vectors. When working with digital
boundary, the major limitation of the method is stability of inflection points. As the
experiments demonstrated, if the curve has "prominent" inflection points, they are usu-
ally very stable under affine transformation and the method works perfectly. On the
other hand, in the case of obscure boundary the inflection points may be detected at
different positions depending on the particular transformation and/or occlusion and the
recognition may fail.

Our experiment proved a good discrimination power of the method. On given test
set, we discovered that if the maximum number of matched boundary parts between the
unknown object and the database is greater than 2, it always indicated a correct match.
Thus, this threshold can be recommended for prospective real experiments too.
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Abstract. A method dealing with recognition of partially occluded and affine transformed binary
objects is presented. The method is designed especially for objects with polygon-like shaped
boundary. It approximates the boundary with a polygon and uses it as the object’s description.
Object recognition is then performed via special clustering in the space of affine transformation
parameters. Results are demonstrated on synthetic as well as real experiments.

Abstrakt. V této praci je popsdna metoda FeSici rozpoznavani Castecné zakrytych a afinné
deformovanych binarnich objekti. Metoda je navrZena zejména pro objekty s hranici poly-
gonalniho tvaru. Aproximuje hranici polygonem a tento pouziva k popisu vlastniho objektu.
Vlastni rozpoznavani je poté provadéno specifickym shlukovinim v prostoru parametri afinnich
transformaci. Vysledky jsou demonstroviany na umélych i redlnych experimentech.

1 Introduction

Recognition of objects under partial occlusions and deformations caused by imaging ge-
ometry is one of the most difficult problems in computer vision. It is required when
analyzing digital images of a 3-D scene. Though many methods trying to solve this task
have been published, it still remains open. Clearly, there is no universal algorithm which
would be "optimal" in all cases. Different methods should be designed for different classes
of objects and for different groups of assumed deformations. In this paper we assume the
objects are deformed by an unknown affine deformation. This assumption approximates
real photos with a week perspective deformation.

We introduce a method developed for the recognition of polygon-like shaped objects.
First, the boundary is approximated by a polygon which is formed by longest linear
segments of the boundary. When comparing two such polygons, affine transformation
parameters between corresponding parts of the polygons are computed and used for clas-
sification. The performance of the method is demonstrated by experiments on synthetic
as well as real data.

The method is intended for binary objects. In case of graylevel/color images, the
input image is assumed to be segmented first.

*This work has been supported by the grant No. 102/04/0155 of the Grant Agency of the Czech
Republic and by the Czech Ministry of Education under the project No. 1M6798555601 (Research
Center DAR).
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2  Overview of current methods

Current methods can be classified into two major categories. The methods of the first
group divide the object into affine-invariant parts. Each part is described by some kind
of "standard" global invariants, and the whole object is then characterized by a string
of vectors of invariants. Recognition under occlusion is performed by maximum sub-
string matching. Since inflection points of the boundary are invariant to affine (and even
projective) deformation of a shape, they become a popular tool for the definition of the
affine-invariant parts. This approach was used by Ibrahim and Cohen 10|, who described
the object by area ratios of two neighboring parts. As a modification which does not use
inflection points, concave residua of convex hull can be used. For polygon-like shapes,
however, inflection points cannot be used. Instead, one can construct "cuts" defined by
three or four neighboring vertices. Yang and Cohen [5| used area ratios of the cuts to
construct affine invariants. Flusser [2| further developed their approach by finding more
powerful invariant description of the cuts. Similar method was successfully tested for
perspective projection by Rothwell et al. [4].

Lamdan [7| used mutual position of four "interesting" points for the recognition. To
verify the received match, normalized concave areas were described by radial vector.

The methods of the second group are "intrinsically local", i.e. they do not divide
the shape into subparts but rather describe the boundary in every point by means of
its small neighborhood. In that way they transform the boundary to so-called signature
curve which is invariant to affine/projective transform. Recognition under occlusion is
again performed by substring matching in the space of signatures. Typical representatives
of this group are differential invariants. They were probably discovered by Wilczynski
[8] who proposed invariant signatures based on derivatives of up to eight order. Weiss
introduced differential invariants to the computer vision community. He published a
series of papers [6], [9], [11] on various invariants of orders from four to six. Although
differential invariants seemed to be promising from theoretical point of view, they have
been experimentally proven to be extremely sensitive to inaccurate segmentation of the
boundary, discretization errors and noise.

Mokhtarian and Abbasi [12] used inflection points themselves to characterize the
boundary. They constructed so-called Curvature Scale Space and traced the position
of inflection points on different levels of image pyramid. The trajectories of the inflection
points then served as object descriptors.

There have been also methods based on wavelet transform of the boundary. Tieng
and Boles [3] introduced wavelet-based boundary representation, where affine invariance
was achieved by enclosed area contour parametrization. A similar approach was used
by Khalil and Bayeoumi [1]. However, the use of the wavelet-based methods in case of
partial occlusions is questionable.

3 Proposed method

The method itself can be divided into two main parts. The first is polygonal approxi-
mation of the object boundary which can be used on any planar continuous and closed
curve. The second is classification of objects represented by an ordered set of points (in
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2-D, i.e. polygons) invariant to affine deformation and multiple partial occlusions.

3.1 Polygonal approximation

Most of existing methods of polygonal approximation are restricting vertices of the poly-
gon only to the boundary points. In the proposed method, on the other hand, the vertices
can lay outside (or inside) the boundary. This approach makes the algorithm of the ap-
proximation more complicated and slower (more computing time is required), but also
more precise, and the final polygon is more stable (see Fig. 1).

A brief description of the algorithm is as follows.

1. For each boundary point, we compute longest linear segment from that point:

(a) As approximated set of points we take the initial border point and the two of
its successive neighbours in the clockwise order.

(b) Using least squares method, we compute a line that best approximates the set
of points.

(¢c) We compute the error of the approximation (i.e. the average of the squared
Euclidian distances of approximated points from the line), and if it is smaller
than a preselected threshold, we add another neighbouring border point in the
clockwise order and repeat from (b).

2. Now we form the final polygon from these approximating lines:

(a) We begin with the longest line (the line corresponding to the largest approxi-
mated set of border points).

(b) We select line that extends the approximated set of points most of all, but
only if the resulting point of intersection of the two lines is acceptable. The
acceptability is determined by the relative distances of the intersection from
the projections of the marginal points to the appropriate lines. These dis-
tances | By P|/|A1B| and | By P|/|B2Cy| (see Fig.2a) should not exceed a preset
threshold (a value of 30% can be used).

(c) Repeat (b) until the polygon is closed.

Main problem of this algorithm is, that the final polygon is not invariant to scaling and
affine deformation. We can partially overcome this problem, when we can estimate the
amount of scaling, by using respectively adjusted threshold. However, it is not difficult
to realize, that the invariantness and stability are going against each other. So we have
to choose, whether we want a stable approximation, or a more invariant one, which will
be very sensitive to noise and inaccurate segmentation.

3.2 Classification

Given the representing polygon from previous section, we can now deal with classification,
using a special algorithm that takes the partial occlusion of the polygon into consideration.

Suppose we have two polygons: model and compared. The number of their vertices
are n and m respectively.
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Figure 2: (a) Acceptability of the intersection (b) Sequences

1. For each vertex of the model polygon i and each vertex of the compared polygon
7, we compute six parameters of affine transformation between points ¢ — 1,4,7 + 1
and j —1,7,7 + 1. So we get n X m x 6 matrix.

2. We decompose these parameters A to basic transformations - skewing S;, scaling
Sy, rotation R, and translation T,

a; Gz asg

A= a1 a5 ag

0 0 1
Sz COS 8kSz COS (P — Sy SIn @ t,
A=T,,-R,-S;,-Sp= | szsiny SiSz SN + 8, COS P ty
0 0 1

3. We compare parameters at position ¢, 5 with only the diagonal neighbour at posi-
tion ¢ + 1,7 + 1. We consider the parameters not similar, when the difference of
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either of the parameters (s, sy, Sk, ¢, ts, t,) is larger than a corresponding thresh-
old (determined experimentally). We form a new binary n x m "similarity" matrix
representing these similar elements.

4. Now we find sequences of similar parameters that represent corresponding parts
of the polygons (see Fig.2b), compute affine transformation parameters for these
sequences and link sequences with similar parameters together.

5. Finally we compute the relative part of the polygon that is matched by each found
set of sequences and select the best match.

For better results, we can also include other supporting criterion for eliminating false
matches. We apply inverse affine transformation to the compared polygon, and calculate
the relative area, which falls inside the area of the model polygon. When this gives less
than for example 90%, it is very probable, that this is a false match.

We obtain the final result of classification by comparing the compared polygon with
all model polygons and determining the best match using previously defined criterions.

4 Experimental results

In Fig.3, we can see an example of matching of a partially occluded polygonal object.
Here we can see several aspects of the proposed method.

(a) model (b) compared object (c) matching result

|~

S

=L M

(d) similarity matrix (e) similarity of sequences

Figure 3: Matching of partially occluded polygonal object

At first, for polygonal objects, the polygonal representation is quite stable, even after
affine transformation (this stability is not so good for non-polygonal objects). This sta-
bility includes also the fact, that the occlusion damages only immediately neighbouring
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vertices. How we can see, actual classification gives good results, even with multiple oc-
clusions. This is mainly because of uniting similar found sequences together (see Fig.3e).

o= [ o

(4) (5) (6)
Figure 4: Model objects

(4) (5) (6)

Figure 5: Binary objects and approximating polygons

Now we will present experimental results on real images. The tested set consisted of six
models (see Fig.4), which were segmented to binary objects just by simple thresholding.
For these binary objects, approximating polygons were computed (see Fig.5).

As an illustrative example, we will use the compared image and its polygonal rep-
resentation shown in Fig.6. As we can see, the matching of model object (3) is quite
stable, especially because of multiple sequences forming the match. The shape of the
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border of the model (6) is quite rounded (non-polygonal) and therefore the stability of
the approximating polygon is not so good. That leads to slightly worse matching of this
object, but still acceptable. In case of model (1), we can see, that the objects is matched,
in spite of not actually being present in the compared image. In fact this match is not
a nonsense, but only corresponds to very strong affine transformation (especially scaling
of factor about 7).

(b) binary representation

(a) original image

300F

=

300 350 50 100

(c) model (1) (d) model (3) (e) model (6)

Figure 6: Compared image and examples of matching

Complete results of matching of all model objects with the compared image can be
seen at Table 1. We can see, that the used matching criterion is not the most relevant
feature for deciding whether the object matches. In real conditions it is better to adapt
the criterion to special features present in the scene for achieving best possible results.

sequence matching border area . scaling scaling
o skewing
length  criterion part part X y
model (1) 2 27.8% 35.2% 94.8% 0.51 0.13 0.17
model (2) 2 10.4% 21.5% 87.0% 0.13 0.93 -0.07
model (3) 2+ 2 35.7% 43.7%  95.4% -0.30 0.89 0.89
model (4) 12 63.4% 70.4% 97.5% -0.02 0.95 0.95
model (5) 2 31.3% 36.6% 96.4% 0.66 0.87 0.82
model (6) 6 9.1% 36.9% 81.2% 0.26 1.00 1.04

Table 1: Matching results for compared image
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5 Conclusion

We presented a method for recognition of partially occluded binary objects deformed by
affine transformation. The method uses polygonal approximation of the object bound-
ary as the object description. The major limitation of this approach is the stability of
the polygon when dealing inaccurate segmentation of the object and different affine de-
formations (especially scaling and skewing). As the experiments demonstrated, if the
curve has polygon-like shape, the approximation is usually stable and the method works
well. On the other hand, in case of smooth boundary interrupted by partial occlusion
the approximation may result in a much different polygon and the recognition may fail.

Given good input data (polygons), the classification itself is very stable and gives
good results even under heavy conditions (affine deformations and multiple occlusions).
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Abstract. The goal of this paper is to describe techniques used in data production in particle
physics experiments. To pin-point some issues and describe possible solutions. We will work in
context of two experiments COMPASS and PHENIX.

Abstrakt. Cilem toho p¥ispévku je poskytnout piehled o tikolech, problémech a jejich feSenich,
se kterymi se muzeme setkat pii praci na pofizovani a predevsim zpracovani dat ziskanych pfi
experimentech ¢asticové fyziky, jakymi jsou COMPASS a PHENIX.

1 Introduction

Paper is divided into two sections. The first one describes system used for on-line mon-
itoring of the COMPASS experiment and extensions, which have been implemented by
the author of the paper.

The second part of the paper describes data management system used in COMPASS
for taking care of raw data. This system is glue between data taking and data production.

The last part of the paper deals with production of the measured data. Which is
crucial part of every experiment, because thats the moment when you are trying to grub
useful data out from what you have measured during data taking runs.

COMPASS (COmmon Muon Proton Apparatus for Structure and Spectroscopy) [8]|2]
is a high-energy physics experiment at the Super Proton Synchrotron (SPS) at CERN in
Geneva, Switzerland. The purpose of this experiment is to study the hadron structure
and hadron spectrum using high intensity muon and hadron beams.

PHENIX, the Pioneering High Energy Nuclear Interaction eXperiment [10][3], is an
exploratory experiment for the investigation of high energy collisions of heavy ions and
protons. PHENIX is designed specifically to measure direct probes of the collisions such
as electrons, muons, and photons. The primary goal of PHENIX is to discover and study
a new state of matter called the Quark-Gluon Plasma. Experiment is running at the
Relativistic Heavy Ton Collider (RHIC) in Brookhaven National Laboratory, NY, USA.

2 COMPASS On-line Monitoring System

COOOLJ6][5]| is the monitoring program for the COMPASS experiment. It provides
on-line or off-line access to the data taken in COMPASS. These data are decoded and
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processed, then they are shown typically as histograms or two-variables graphs or can
be saved to a TTree structure for later processing using ROOT. Actually ROOT [7][4] is
used as a framework for the whole application.

The whole experiment contains over 200 detectors, which are all monitored by COOOL
during a run. These detectors are mainly trackers (scintillating fibers, MWPC’s, drift
chambers, micromegas, silicon detectors, GEM’s, straws and drift tubes), but there are
also several planes of hodoscopes, 2 hadronic calorimeters and a RICH. COOOL has
defined an object class (COOOL is written in C++) for each type or group of similar
detectors. The scheme of the interesting part of object hierarchy is shown at Fig. 1.

2.1 Extending COOOL

Main task of the author was in extending COOOL to support new types of detectors
added for hadron experiments. Because the whole application is designed with object-
oriented programming paradigm on mind, extension is mainly question of writing new
classes for the added detector. Part of the hierarchy is shown on Fig. 1.

PlanesSili

PlaneAPV [

PlaneGEM

PlaneScaler

g

PlaneTrigHodo

PlaneBeamKiller

PlaneMuonWallA
PlanePrimakoff
PlanelV < PlaneDC
PlaneHCAL2Sum
Plane K———— PlaneMumega
PlaneMuonWallB
PlaneScifiG PlaneMWPC
PlaneScifiJ
PlaneRICH SIEreBS
PlaneVeto
Plane2Vv
T PlaneMisc
PlaneRCath

PlaneHCAL2

PlaneHCALT

PlaneHCAL1

Figure 1: Part of COOOL’s object hierarchy the Planes subtree, colored classes are
newly added ones

The benefit is clearly visible on source code fragment (Fig. 2) which shows implemen-
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tation of time correlation among all involved Beam Killers. Operational staff on shifts are
able to access output of this correlation method through graphical user interface (GUI)
of COOOL as is how on Fig. 3.

void GroupBeamKiller: :EndEvent (const CS::DaqEvent &event) {
fRateCounter++;
Group: :EndEvent () ;

if (thr_flag) TThread::Lock();

register unsigned int histIndex = 0;
register unsigned int numPlanes = fPlanes.size();
if (numPlanes>0) for (register unsigned int i=0; i<numPlanes-1; i++) {
for (register unsigned int j=i+1; j<numPlanes; j++) {
register int numTimel =
(dynamic_cast<const PlanelV*>(fPlanes[i]))->

GetTimeVariable() .GetNvalues();

register int numTime2 =
(dynamic_cast<const PlanelV*>(fPlanes[j]))->
GetTimeVariable() .GetNvalues();

register float* valuesTimel =

(dynamic_cast<const PlanelV*>(fPlanes[i]))->GetTimeValues();
register float* valuesTime2 =

(dynamic_cast<const PlanelVx>(fPlanes[j]))->GetTimeValues();

for (register int t1=0; t1 < numTimel ; ti++)
for (register int t2=0; t2 < numTime2 ; t2++) {
(dynamic_cast<TH1F_Refx*>(fHistList [histIndex]))->
Fill(valuesTime2[t2]-valuesTimel[t1]);
}

histIndex++;

if (thr_flag) TThread::UnLock();
}

Figure 2: Fragment of COOOL’s source code performing time correlation between pairs
of Beam Killers

2.2 Conclusion

On-line monitoring could significantly increase quality of measured data, because opera-
tion staff is able to check quality of currently taken data. If quality is low, or something
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Figure 3: Main window with selected time correlation between the first and the second
Beam Killer

is out of the limits, they could restart data taking, start recalibration of the apparatus
or particular detector, discuss quality of the beam with SPS operations or simply mark
run as not very good and thus to be removed from later processing / production.

Furthermore, extensibility of the system is very crucial as well. So we believe that
system written under object oriented design with clear separation of layers dedicated for
different purposes (like display, data processing, data receive etc.) is outright.

3 Data Acquisition and Central Data Recording
in COMPASS

The COMPASS Central Data Recording (CDR) is combination of software and hardware
for transferring raw physics data from data acquisition system (DAQ) to permanent semi-
online storage — CASTORJ1|. System has to be able to cope with huge amount of data
transfers, it is pretty common to process about 1PB (1024TB) of data each year / run.

You can get a rough overview of COMPASS DAQ from Fig. 4. Detector readout elec-
tronics feeds the CATCH modules or GeSiCA boards for GEM and silicon detectors. The
data are transfered from these boards via optical connection (CERN’s S-Link standard)
to the DAQ computers. The data received from S-Link are buffered on PCI cards called
spillbuffers.

From DAQ computers, which hosts spillbuffer cards (or readout buffers, ROBs), the
data are transmitted via Gigabit Ethernet links to eventbuilder computers, which combine
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Figure 4: General architecture of the DAQ system
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the sub-detector data to complete event block and transfer it to CERN’s central data
recording (CDR) facility. More information about whole DAQ system could be found in
[20].

CDR consists of following components:

e RAW data transfer system

meta-date generation and transfer system

web-based information system

CDR control and cleaning system

3.1 CDR’s Basic Functionalities

The CDR system is controlled with finite automaton, which tracks state of particular
chunk of take raw data. Every chunk goes through several states, each state / transition
is managed with relevant daemon or script. Overview of internal states is show on Fig. 5.
Detailed description of particular states could be found in [12].

interface_online.pl

RAW Data OnlineDataStop

DAQ OnlineDataComplete
raw .dat
submitStageO0.pl
Oracle
A4
: w rawdatamigr ‘ Meta-data to DB ,
OnlmeTransferStaﬁ ‘ data to CASTOR OnlineTransferStop
CASTOR
?migrated
complete_online.pl

, w cleanup_online.pl )
OnImeTransferCompIeteJ OnlineTransferClear

Figure 5: Internal States of CDR system
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3.2 What is Really Stored?

The CDR stores couple of files and database records about each raw data chunk. These
records consist mainly from following pieces:

meta-data used in research applications, because they provide information about what is
included the raw data. They describe conditions under which raw data have been
taken.

BKM - bookmark files contain information about whole migration process. Very useful,
when something goes wrong.

log files again mainly for house-keeping tasks and debugging.

raw data the source of the real value in the experiment data taken from particular
detectors.

3.3 On-line Analysis and Monitoring

We have extended CDR system to support on-line data production. Besides only storing
the data on central storage, CDR system is able to select small fraction (make sample
of taken data) and submit this sample for standard production analysis. Because we
process only fraction, analysis needs much smaller time to finish. Results are very useful
even they have large error, because they could give very strong feedback about quality of
measured data in reasonable time. And then enable operational staff to take need actions
(such could be e.g. recalibration of the detector). We will see data production in more
detail in the following section.

3.4 Conclusion

There is strong need for some sort of CDR subsystem in every experiment. The raw
data from detectors are one of the real value in the experiment, besides experience and
expertise of all involved people.

4 Data Production

Data production is another crucial part of the whole data processing chain. The main
goal is to take all measured data (which are interested, which means that they have been
taken under correct conditions) and run complex analysis upon this data. These analysis
could contain things like beam track reconstruction, measuring of different vertexes etc.

4.1 Basic Data Production Work-flow

The author has developed framework for processing data taken in hadron part of the
COMPASS experiment. This framework controls processing of every raw data chunk on
the computer cluster.
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Data reconstruction is CPU very intensive application, but is example of problem
which could be parallelized in very efficient way. Basically every chunk of raw data could
be processed separately and at the end dedicated process merges all partial results into
one. Controlling production is not hard task, at least on the first sight. There is couple
things which should stay under control for every moment of production:

e careful selection of chunks to be processed, to be able to deliver results as soon as
possible, when results are aggregated per run.

e optimization of accesses to data storage (which is typically build on tape, where
access times are significant).

e system needs to be aware of possible errors which could rise during data recon-
struction, and should be able to reprocess data with different settings (after human
intervention).

We have faced very similar problems as in other distributed systems, where is schedul-
ing of resources needed, like [19].

Reconstruction itself is done with analysis software which is based on ROOT. The
output files are called mDST (mini DST) and they are used by physicists during their
work on fulfilling experiment’s goals.

We are currently responsible for hadron as well as muon production in COMPASS.
We have been involved in data production in PHENIX experiment as well. The author
has proposed several strategies for improving throughput of the production. PHENIX
experiment is smaller, in comparison with COMPASS, as one could see from Fig. 6, but
principles behind the scene are every similar for both experiments. More details about
production in PHENIX are in [9].

4.2 Conclusion

We have successfully implemented system for hadron production, we are running muon
production at COMPASS and we have proposed optimization for PHENIX experiment.
More information could be found in [14][16][15] and [9].

5 Conclusion and Further Work

We have described several parts of the data handling and processing chain in typical
experiment. All described systems are in operation state in COMPASS or PHENIX
experiments.

Author wants to focus more on networking part of the whole system in the future.
One of the open questions is optimization of data transfers between distant locations as
we could see in Grid based applications |[11].

References

[1] Cern advanced storage management project. http://castor.web.cern.ch/castor/.



Data on-line Monitoring and Production in High-Energy Physics Experiments 69

run5pp Production Status

~ (—
2 ~
o o0
3 250 p—
=l T
N—’
L 44
Qa o
x 5— 200
z @
o
< 4
4 A S
® 150 O
o -
a 3— [
(@)
100
2L
— 50
1—
0 —‘

L 1 1 1 1 1 1 1 = 1 1 1 1 1 0
Jun-16 Jun-23 Jun-30 Jul-07 Jul-14 Jul-21 Jul-28 Aug-04 Aug-11 Aug-18 Aug-25 Sep-01 Sep-08

day after Jun/10

Figure 6: Data production speed (left axis) and total size of processed data (right axis).
The total size of PHENIX raw data (260TB) is show as "Goal".



70 A. Kral

[2] Compass home page. http://wwwcompass.cern.ch.
[3] Phenix homepage. http://www.phenix.bnl.gov.
[4] Root an object-oriented data analysis framework. http://root.cern.ch.

[5] C. Bernet. Coool — compass object oriented online.
http://cbernet.home.cern.ch /cbernet /Coool /.

|6] C. Bernet. Caractérisation des Micromégas et mesure de la polarisation des gluons
sur COMPASS. PhD thesis, Université Paris 7, (2004).

[7| R. Brun and F. Rademakers. Root: An object oriented data analysis framework. In
‘Nucl. Instr. Meth.’, volume A389, (1997).

[8] G. Baum et al. Compass: A proposal for a common muon and proton aparatus for
structure and scpectroscopy. In 'CERN-SPSIL-96-14", (1996).

[9] H. Torri et al. Mass data processing for rhic-pheniz experiment. In 'RIKEN Accel.
Prog. Rep.’, volume 38, (2005).

[10] K. Adcox. et al. In 'Nucl. Instr. and Meth.’, volume A499, (2003).
[11] A. Kral. Introduction to grids. In ’SpinFEST 2005, RIKEN, Wako’, (2005).

[12] A. Kral and T. Liska. The cdr subsystem of the compass experiment. In 'Czech. J.
Phys. 557, (2004).

[13] A. Kral and T. Ligka. Compass: New hadron run in view of coool. Czech. J. Phys.
55, (2004).

[14] A. Krél and T. Liska. Massive data production on distributed computation environ-
ment. In 'SpinFEST Nikko Workshop, RIKEN, Wako, Japan’, (2005).

[15] A. Kral and T. Ligka. Massive experimental data production - compass, run 2004
results. In 'SPIN 2005, Prague’, (2005).

[16] A. Kral and T. Liska. Massive experimental data production on clusters. In 'SPIN
2005, Prague’, (2005).

[17] A. Kral, T. Liska, and M. Virius. Compass: Pocitace ve svété fyzikdlnich experi-
menti. In "Tvorba software’, (2005).

[18] A. Kral, T. Liska, and M. Virius. Ezperiment compass a pocitace. In ’éeskoslovensky
¢asopis pro fyziku’, (2005).

[19] A. Kral and S. Ubik. Scheduling and processing of performance monitoring tests.
Technical report, CESNET, (2004).

[20] L. Schmitt et al. The daq in the compass experiment. In 'IEEE Tran. Nucl. Sci.
Proceedings of IEEE Realtime 2003 Conference’, (2003).



Hodnoceni radiogramii kosti ruky

Miroslav Krhounek

1. ro¢nik PGS, email: krhounek@km1.fjfi.cvut.cz
Katedra matematiky, Fakulta jadernd a fyzikalné inzenyrska, CVUT
skolitel: Jan Flusser*, UTIA, AVCR

Abstract. This paper is a basic introduction / overview of possibilities to determine main features
and characteristic structures of X-ray images of children’s hands suitable for assessment of bone
age. Proposed method is automatic reading of X-rays (minimizing the needs for user interaction);
finger axes are found by rotation and summing the profiles, and they represent the information
about hand rotation on the image and about ends of fingers. With proper detection it is possible
to determine the position of thumb and thereby possible mirror swap (next analyses are based
on standardized position - hand with thumb on the right). Preprocessing is important for next
step, which is segmentation of the bones by ASM (Active Shape Models) - a local method that
needs for its initialization a first approximation of the position of the bone determined.

Abstrakt. Tento ptispévek je ivodem do problematiky a pfehledem moznosti jak uréit zakladni
vlastnosti a charakteristické struktury na rentgenovych snimcich détskych rukou, vhodnych ke
stanoveni kostniho véku. Navrhovani metoda automaticky zpracovava RTG snimky (minimali-
zuje spolupraci s uzivatelem); osy prstii se hledaji pomoci rotace a sloupcovych sou¢ti. Tim se
zisk4 informace o natoceni ruky na rentgenu a o koncich prsti. P¥i spravné detekci lze odvodit po-
lohu palce a tim i pFipadné zrcadlové pieklopeni (dalgi analyzy jsou zalozené na standardizované
poloze ruky s palcem vpravo). Pfedzpracovani je diilezité pro dalsi krok, kterym je segmentace
kosti pomoci ASM (Active Shape Models) - lokdlni metodou, ktera pro svou inicializaci potiebuje
predpokladanou polohu hledané kosti.

1 Uvod

Dilezitym faktorem v auxologii je kostni vék davajici informaci o zralosti kostry. Vychazi
se z metody TW3 (inovace metody TW2 - Tannera, Whitehouse et al. 1975) hodnoceni
kostntho véku, ktera posuzuje velikostni i tvarovy vyvoj 20 kosti ruky a distalni ¢asti
predlokti. Kostni vék se vyuziva k presné predikci dospélé vysky, p¥i stanovovani ristové
diagnozy nebo pii kontrole 1é¢by pacienti s chronickymi onemocnénimi.

1.1 Cil prace

Cilem prace je vytvoreni nastroje pro pocitacovou podporu odecitani kostniho véku.
K dosazeni tohoto cile je potieba Fesit nékolik na sebe navazujicich tloh:

1. segmentace kosti ruky

2. klasifikace jednotlivych kosti (TW3  Point scoring system)

*Skolitel specialista: MUDr. Ing. Jan Vejvalka, 2. LF UK
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Obrazek 1: TW3 stupné zralosti pro Radius

3. z ohodnocenych kosti spocitat kostni vék

Pro celkovy tspéch spravného urceni kostniho véku je zakladem segmentace potieb-
nych kosti na RTG snimku. Bude-li segmentace provedena nepiesné, neda se oc¢ekavat ani
presné zatrazeni do vyvojovych stadii, protoze jednotliva stadia se na RTG snimku nékdy
lis1 pouze v detailech.

Je pozadovana i velkd robustnost postupu vzhledem ke vstupnim RTG snimktam. Ty
mohou byt libovolné natocené, ruzné kvalitné nasnimané (naskenované na obyc¢ejném
deskovém skeneru umoznujicim skenovat prithledné materidly; naskenované na profesio-
nalnim skeneru uréeném specialné pro radiogramy; fotografované digitalnim fotoaparatem
aj.) a proto se muze lisit jak rozligeni jednotlivych obrazki, tak aroven jasu, kontrastu a
Sumu. Hodnoty jasu a kontrastu mohou byt na jednotlivych RTG snimcich rozdilné nejen
vlivem pouzité metody pievodu do digitalni podoby, ale vzniknou napf. i samotnym
rentgenovanim na riznych pracovistich.

Po provedené segmentaci kosti lze klasifikovat jednotlivé kosti pomoci riznych metod
pro hodnoceni kostniho véku. Lze té7z provadét ruzné dalsi kvantitativni hodnoceni napft.
vztahu kosti na ruce, poméru délky a sitky kosti v ruznych vyvojovych etapach, délky
mezi prsty apod. Takové vztahy mohou mit biologicky / medicinsky vyznam pii hodnoceni
stavu kostniho zrani jedince.

1.2 Segmentace

Prvni tiloha neni trivialni, jak by se mohlo na prvni pohled zdat. Pro vlastni segmentaci
kosti pouziji metodu ASM (Active Shape Models), ktera je lokalni a pro jeji iniciali-
zaci je potfeba znat pribliznou polohu kosti na RTG snimku. Segmentaci lze rozdélit na
podulohy:

1. urceni zakladnich vlastnosti a charakteristickych struktur na RTG
2. lokéalni segmentace kosti pomoci ASM

3. vyhodnoceni kvality segmentace

1.3 Active Shape Models

Metoda ASM je zalozena na vytvofeni statistického modelu z trénovaci mnoziny pro body
popisujici hledany objekt. Z tohoto modelu se pak vytvaii podobné tvary k segmentaci
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cilového tvaru v obrazku.

Jinymi slovy, chceme segmentovat ur¢ity objekt/tiidu objektu (v nasem piipadé ur-
¢itou kost ruky na RTG snimku) a piitom libovolné dva stejné objekty nejsou naprosto
identické, ale zahrnuji urc¢ité mnozstvi variabilit, ve kterych se ligi. Trénovaci mnozinu
vytvotrime tak, aby obsahovala pokud moZno co nejvice variabilit daného objektu. Kazdy
objekt trénovaci mnoziny pak popiseme mnozinou bodu. Body umistime na kazdém ob-
jektu stejnym zpusobem. Vét§inou jimi popisujeme hlavni charakteristiky objektu hra-
nice, dulezité hrany, kiivosti aj. V dal$§im kroku mnoziny bodi srovname tak, aby se daly
spoc¢itat primérné pozice bodi a jejich hlavni mody variaci. Srovnanim objektt na sebe
dosdhneme toho, Ze pozice ekvivalentnich bodi v riznych obrazcich trénovaci mnoziny
miizeme porovnavat jednoduse zkouménim jejich souradnic.

Model objektu se sklada z primérného objektu (priamérné pozice popisujicich bodii)
a nékolika vektoru popisujicich mody variaci. Z tohoto modelu mizeme generovat nové
podobné tvary objekti, které statisticky vychazi z tvaru v trénovaci mnoziné, ale nevy-
skytuji se v ni. Segmentace objektu na novém obrézku pak probfha iterativnim zptisobem.
V prvnim kroku je potieba umistit model objektu na co nejblizsi pozici hledaného ob-
jektu. V dalsich krocich se pak iterativné zpteshuje generovani novych tvari objektu a
jejich umisténi, az do ur¢ité piesnosti konvergence (kdy se dva po sobé nalezené tvary s
ur¢itou piesnosti neméni) nebo do pfedem ur¢eného poétu iteraci.

Metodu ASM jsem vybral v diplomové praci predevsim z diivodi vyuziti znalosti
hledaného objektu — kosti ruky, ktera ale neni pokazdé piesné stejnd a mize se lisit jak
béhem svého vyvoje (kost ¢tyfletého ditéte je jina nez stejna kost ¢trnactiletého ditéte),
tak ve stejném stupni zralosti u ruznych jedinci. Prace pokracuje v rozSifovani data-
baze RGT snimki, vyhledavani vhodnych snimku pro trénovéani a zkvalitnéni trénovacich
mnozin.

2 Piedzpracovani

Protoze je ASM lokalni metoda, potiebuje ke své inicializaci informaci o priblizné po-
loze hledané kosti. Proto je potifeba vstupni RTG snimek ptedzpracovat, urcit zakladni
vlastnosti a vyhledat charakteristické struktury, ze kterych jiz bude moznost odvodit pfi-
bliznou polohu kosti pro potfeby ASM. Snahou je vytvorit metodu, ktera nebude klast
specidlni pozadavky na vstupni RTG snimky (ty mohou mit riznou kvalitu, rozliSent,
ruka muze byt libovolné natocena nebo zrcadlové pieklopena) a ktera bude automaticka
(bez nutnosti interakce s uzivatelem).

2.1 Metoda souctovych profili rotaci RTG snimku

Diilezitou informaci je nato¢eni ruky na RTG snimku. Uvaha, ktera vedla k vytvofeni
metody je nésledujici: Je-li ruka ve svislé standardizované poloze, pak je 3. prst (prostied-
ni¢ek) rovnobé&zny s osou y a v profilu sloupcového sou¢tu vznikne v misté prstu vrchol.
Pokud se bude RTG snimek otacet, mél by se vzdy prst, ktery se ocitne ve svislé poloze,
projevit jako vrchol v pfislusném souctu sloupcu. Diky rizné vzdalenosti prstii od osy
ruky se vrcholy zobrazi v riizné vzdalenosti od stfedu profilu. Z nalezeni lokdlnich maxim
pro jednotlivé prsty se urc¢i vzdalenost od stiedu profilu a pFislusné otoceni. Z toho se
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Obrézek 2: Matice souc¢tovych profilii zobrazena jako 2D Sedoténovy obrazek a plocha ve

3D

vypocte osa prstu. Dale miizeme analyzou lokdlnich minim rozpoznat oddéleni prsti, coz
je dalsi uzitecna informace.

Implementace Neni potieba pracovat s plnym rozlisenim obrazku (které muze byt i
kolem 15 Mpix), jednak kvuli rychlosti vypoc¢tu a dale k nadbyteéné informaci. Pro toto
predzpracovani jsou diilezité hlavni rysy kostry ruky, které vyniknou v mensim méritku.
Zmengeny RTG snimek se postupné otaci. Pro kazdé otoceni se sec¢tou sloupce a vysledny
profil ulozi do fadku matice. Pouzil jsem otaceni po jednom stupni v rozsahu 1-360 stupiii.
Timto zptusobem je zaru¢en minimélné jeden kontinuélni (navazujici) piechod vSech prstii
ptes svoji svislou polohu. Pocet kroki otaceni lze optimalizovat na polovinu (pii aprave
matice, tak aby obsahovala kontinualni pfechod prsti).

V profilu se oznaci lokalni maxima, kterd by méla odpovidat prstiim, resp. minima,
kterd prsty oddéluji. Predpokladam, ze prst bude mit lokdlni maximum v profilu nejveétsi
pravé pro takové otoceni, na kterém je rovnobézny s osou y. Protoze je 3. prst nejdelsi,
oc¢ekavam, ze bude mit vrchol v profilu nejvétsi ze vSech prsti a jeho pozice bude nejblize
stiedu profilu.

Poloha ruky na RTG snimku. 7 vyse uvedenych diivodit by mélo vyhledani global-
niho maxima v matici profili urcit osu 3. prstu, tedy otoceni celé ruky na RTG snimku.

Problémy. Artefakty (popisy, znacky, bilé okraje, nejednotné pozadi rizné skvrny,
které se mohou vyskytnout u klasickych radiogrami aj.), které se na RTG snimcich obje-
vuji, zkresluji sou¢tové profily a globalni maximum, nemusi odpovidat predpokladanému
3. prstu. K odstranéni tohoto problému jsem pouzil gaussian, ktery okraje snimku, kde
se artefakty vyskytuji, dostate¢né utlumi. V souc¢tu nebudou vyznaéné a pievladne in-
formace, ktera je ve sttedu RTG snimku tam se predpoklada kostra ruky, predevsim



Hodnoceni radiogramii kosti ruky 75

Obréazek 3: Automatické vyhledani os prstii - vyznacenych Sedé

metakarpy a minimalné prvni ¢lanky prstii, coz je pro urceni osy dostatecné.

I pres odfiltrovani okraji RTG snimku neoznacuje globalni maximum vzdy pfedpo-
kladany 3. prst, ale nalezne se osa 2. prstu. Z pozorovani se to vét§inou stane v piipadé,
7e je na RTG snimku mensi ruka, a proto je zachycena vétsi ¢ast distalni ¢asti predlokti
(vieteni a loketni kosti). Pii otoceni obrazku, tak 7e je 2. prst svisle, se tento prst dostane
do zakrytu s vieteni kosti. Zatimco pro 2. prst se do profilu nasc¢ita i vétsi ¢ast vieteni
kosti (radius), osa 3. prstu sméfuje mezi tyto kosti a do profilu nic navic nenaséita a proto
bude vrchol pro 2. prst globalnim maximem.

Dal§im problémem je urceni oto¢eni RTG snimku o 180 stupni, tak aby prsty smé-
fovali vzhiru.

2.1.1 Hledani os vSech prsti

Ze zobrazeni matice profili a vyznacenych lokdlnich maxim a minim (vzhledem k fadku)
je ziejmé, jak se jednotlivé prsty v této matici projevuji. P¥i jakém otoceni zacne prst
vytvaret vrchol v profilu, ktery se otac¢enim zvétsuje az do svého maxima, kdy je prst ve
svislé poloze a opét se vrchol zmensuje. Zaroven se vrchol v profilu posunuje, a to vytvari
v matici profili vysledné "Sikmé linie". Podle sméru otac¢eni a sméru pohybu vrcholu na
ose X je mozné tict, v jaké poloze se ruka nachazi — jestli prsty vzhiiru nebo dolii.

Zobrazené Sikmé linie predstavuji jednotlivé prsty pro ruzna otoceni RTG snimku.
Jejich rozeznanim (ne vzdy je linie spojita) a oddélenim od sebe ziskavame informaci o
jednotlivych prstech ruky. Maximum v jedné §ikmé linii pfedpoklada urceni osy prstu.
Podari-li se rozpoznat a spravné priradit osy jednotlivym prstiim, miizeme na zakladé
svirajicich tihlu a vzajemné polohy urcit polohu palce a tim i pfipadné zrcadlové pieklo-
peni RTG snimku. Navazujici analyzy (pfevazné segmentace pomoci ASM) jsou zalozeny
na standardizované poloze ruky s palcem vpravo.
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Obréazek 4: Matice souctovych profili s vyznacenymi fadkovymi lokdlnimi maximy a
odfiltrovani hodnot mensich nez nejmensi maximum

2D lokédlni maxima Prvni zkouSenou metodou vyhledani os vSech prstii, byla analyza
bodii podezielych z 2D lokadlnitho maxima. Vyhledal jsem lokdlni maxima v fadcich a
zaroven sloupcich a ty jsem se pomoci shlukové analyzy snazil rozdélit do skupin pro
jednotlivé prsty. V kazdém shluku jsem pak vybral maximum k vypoctu predpokladané
oSy prstu.

Komplikace. Body podezielé z 2D lokdlniho maxima jsou vybrany prevazné ze zmi-
nénych Sikmych linii. Ne vzdy jsou vybrany body pro vSechny prsty a pak nastava kom-
plikace pri nastaveni parametri shlukové analyzy. Neni tedy zaruceno, 7e tato metoda
vyhleda vSechny osy prstii a nelze jednoduchym zpiisobem urcit, pro které prsty se osy
nasly.

Analyza Sikmych linii Pomoci matematické morfologie vytvorit z nespojitych sikmych
linii spojité objekty uzavienim. Vzniklé objekty obarvit (rozlisit od sebe) a vyhledat
ke kterému prstu odpovida. Dale v jednotlivych objektech piislusejici prstiim vyhledat
maxima k urceni os prstii.

2.2 Soucasna a budouci prace

Implementace analyzy Sikmych linii a porovnani s metodou 2D lokélnich maxim. Zabyvat
se analyzou prechodu lokalniho maxima v lokdlni minimum v souc¢tovém profilu, coz by
mohlo oznacovat misto konce prstu a porovnat s metodou, kterd vyhledava konec prstu
pomoci osy prstu. Analyzou okoli osy prstu a vyhledanim oddéleni prsti (z lokalnich mi-
nim) segmentovat celé prsty. Ty pouZit k podrobnéjsi analyze vyhledavani napt. stiedu



Hodnoceni radiogramii kosti ruky 7

kosti nebo jinych znakt pomocnych ke spravné inicializaci metody ASM. Pouzit infor-
mace o nalezenych koncich prstiu k predpovédi mista inicializace metody ASM pomoci
vzajemnych vztahu (popsanych v diplomové praci).

3 Zavér

V tomto prispévku pro Doktorandské dny jsem nastinil problematiku, kterou se zaby-
vam. Rozepsal jsem vice prvni ¢ast tykajici se segmentace kosti ruky, ktera je velice
dulezitou, protoze pozdé&jsi kvalitativni/kvantitativni klasifikace kosti je zavisla na kva-
lité této segmentace. Vypsal jsem nékolik metod predzpracovani, kterymi jsem se zabyval.
Tyto metody hledaji zdkladni vlastnosti a struktury na RTG snimku. Zjisténé informace
slouzi k inicializaci lokdlni metody ASM pro piesnou segmentaci kosti. V prispévku ne-
uvadim konkrétni vysledky statistickych porovnani riznych navrzenych metod. Zabyval
jsem se zatim pievazné hleddnim zpiisobi, jak RTG snimek analyzovat a jaké informace
jsou z hlediska pozdéjsich tiloh potiebné a zajimavé. Podrobnéjsi statistické vyhodnoceni
uspésnosti riznych metod na vétsich vzorcich dat bude v naplni dalsi prace.
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Abstract. Data integration has been an acknowledged problem in data processing field. Its goal is
usually to provide an unified view over several data sources. In case of nonmaterialized solution,
it is crucial to establish relationships between provided virtual view and data in the sources.
The paper deals with relationships establishment. Its approach is based on ontologies.

Abstrakt. Datova integrace je uznavany problém v oblasti zpracovani dat. Jejim cilem je obvykle
poskytnout uceleny pohled na nékolik datovych zdroji. V pfipadé nematerializovaného feseni je
klicové stanoveni vazeb mezi poskytovanym virtualnim pohledem a daty uloZzenymi ve zdrojich.
Clanek se zabyva feSenim stanoveni téchto vazeb. Svij ptistup zaklada na ontologiich.

1 Uvod

Dnesni svét je svétem informaci. Témér vSe je zaloZeno na informacich, od pokroku v
oblasti vyzkumu po podnikatelsky tspéch. Vétsi pristup k informacim umoznila také
expanze World Wide Webu (WWW)  dnesni WWW obsahuje obrovské mnoZstvi infor-
maci. Se stale vzristajicim objemem dat se vSak objevuji nové problémy, které je ti¥eba
fesit. Nastavaji potize se spravou dat a jejich zpracovanim. Ptic¢inou jsou rizné datové
formaty, nesourodost dat a prezentace dat zptusobem, ktery je sice p¥ijemny pro ¢lovéka,
ale neni pocitacové “¢itelny” a tim ztézuje automatické zpracovani. Manualni zpracovani
je vsak vzhledem k mnozstvi dat témér nemozné. A tak, i kdyZ je pozadovanda informace
na WWW umisténa, miize byt obtizné ji najit ¢i zpracovat a vyuzit.

Jednim 7 problémii, kterymi je tfeba se zabyvat, je tzv. integrace dat. Integrace dat
se zabyva slou¢enim dat. Obvykle je jejim cilem prezentovat data pochézejici z riiznych
datovych zdroju jako jediny celek a umoznit je zpracovavat, jako by pochéazela z jediného
datového zdroje. Potiebu datové integrace nachdzime v mnoha oblastech prace s daty: pri
jejich vkladani do databaze, dotazovani se nad nékolika tabulkami rela¢ni databéze, az po
slucovani vice databézi i jinych datovych zdroju. Naptiklad p¥i vyhledavani informace na
webu je ¢asto k odpovédi na dotaz potieba prace s vice zdroji — pozadovana informace se
totiz nemusi nikde nachazet kompletni. Casto je vSak mozné na riznych mistech nalézt
alespon jeji ¢asti, ze kterych lze pak, jsou-li vhodné zkombinované, pozadovanou informaci
sestavit.

Datova integrace je dlouho uznavanym problémem zpracovani dat. I kdyz je predmé-
tem mnoha vyzkumi a projektii a néktera data z urcitych oblasti jiz byla integrovana,
stale neni zadny univerzalni néstroj, ktery by integraci dat fesil na obecné tirovni.

*Préce byla podpofena projektem 1ET100300419 programu Informaé¢ni spole¢nost (Tématického pro-
gramu II Narodniho programu vyzkumu v CR: “Inteligentni modely, algoritmy, metody a néstroje pro
vytvaFeni sémantického webu”) a vyzkumnym zamérem AV0Z10300504 “Informatika pro informaéni spo-
leénost: Modely, algoritmy, aplikace”.
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Riizné pristupy fesi integraci na ruznych trovnich abstrakce, nékteré integruji pouze
data samotna, jiné se zabyvaji také datovymi schématy. Ptistupy lze rozdélit také podle
toho, v jaké formé onen uceleny pristup k datum poskytuji. Jeden zpusob spociva ve
vytvofeni nového datového zdroje, ktery obsahuje v§echna data z ptivodnich zdroji. Data
jsou z puvodnich zdroji do nového presunuta, nebo jsou vytvoreny jejich kopie, piipadné
jsou néktera data dale nakombinovana. Protoze novy datovy zdroj data opravdu fyzicky
obsahuje, oznacuje se tento pristup jako materializovany. Vyhodou tohoto FeSeni je, 7e
data jsou stale dostupnd, neni nutny dalsi pfistup k pivodnim zdrojum. S tim také
souvisi vyhoda relativné rychlé odpovédi, nebo alesponi moznosti rychlost pristupu k
datum ovlivnit. Nevyhodou mohou byt vSak pamétfové naroky a piedevsim aktualnost
dat. Pti zméné puvodnich dat se integrovana data stavaji neaktualnimi a je nutna zména.
Tento pristup proto neni vhodny pro data, ktera se rychle méni.

P1i integraci dat na webu, a nejen tam, se stale Castéji vyuziva nematerializovany
pristup. Jeho podstatou je vytvoteni tzv. wirtudlniho pohledu |20 na data. Ten data
fyzicky neobsahuje, data zustavaji v ptivodnich zdrojich, ale je mozné k nému piistupovat
a s nim pracovat, jako by data skutecné obsahoval. Data jsou pak stale aktualni. Je vSak
nutné zajistit dostupnost zdroju a rychlost odpovédi na dotaz je limitovana rychlosti
nejpomalejsiho zdroje.

dotazy

integracni systém

[
= 5 -

Obrézek 1: Nematerializovany integracni systém

Aby bylo mozné k integraci vyuzit virtualni pohled, je tieba definovat jeho vazbu
na fyzickd data. Proto je tfeba se v tomto pfistupu zabyvat také schématy dat. Vazba
mezi pohledem a daty se pak zajisti definovanim vztahi mezi jednotlivymi ¢astmi sché-
matu pohledu a ¢astmi schémat ptvodnich zdroji. Stanoveni takovychto vztahi pak byva
oznaceno jako mapovdni. Mapovani je pak vyuzito p¥i zpracovani dotazu. Dotaz, ktery je
kladen v prostiedi tj. jazyk a schéma (globalniho) integrovaného virtualniho pohledu,
byva pomoci mapovani rozloZzen na ¢asti odpovidajici jednotlivym (lokélnim) zdrojum a
piepsan do jejich prostiedi. Tyto ¢asti jsou vyhodnoceny nad pivodnimi zdroji. Jejich
lokalni odpovédi jsou pak s pomoci mapovani opét sestaveny do globalni odpovédi, ktera
je vracena jako odpovéd na kladeny dotaz.
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Hlavni komponenty integra¢niho systému, zalozeném na nematerializované integraci,
jsou zdroje se svymi (lokalnimi) schématy, virtualni pohled s (globalnim) schématem a
systém mapovani. Integracni systém lze tedy formalizovat jako trojici

I=(G,L,M),

kde G je globalni schéma, L je mnozina lokélnich schémat a M je systém mapovani.

2 Sémanticky Web

Idea Sémantického Webu [3], [11] vychazi ze snahy umoZnit zautomatizované zpracovani
dat. Snazi se data prezentovat v takové podobé, aby byla nejen srozumitelna pro ¢lovéka,
ale také srozumitelna, ¢itelnd a smysluplné zpracovatelnd pro pocitacovy program. Toho
chce dosdhnout doplnénim sémantiky je zalozen na myslence, 7e spolu s daty bude
definovan také jejich vyznam.

Sémanticky Web neni néjaky novy samostatny web, ale je zamyslen jako rozsiteni
toho soucasného. Je zalozen na nékolika webovych technologiich a standardech, o jejichz
definici usiluje W3C (WWW konsorcium) |21].

Dilezitym pozadavkem pocitacem zpracovatelné informace je strukturovdni dat. Na
webu je hlavni strukturovaci technikou pouzivani znacek (tagu). Zakladnim pilifem tvorby
Sémantického Webu je v soucasné dobé& znackovaci jazyk XML (eXtensible Markup Lan-
guage) [9]. OvSem samotné XML a strukturovani dat k pocitacové ¢itelné informaci ne-
sta¢i. Technikou, jak specifikovat vyznam informace je RDF (Resource Description Fra-
mework) [18]. RDF je zakladnim nastrojem k pFipojeni metadat (dat o datech). Poskytuje
abstraktni model pro definici metadat a jejich pouziti. K vyjadieni metadat modelu RDF
je vyuZivana syntaxe jazyka XML (tzv. RDF/XML). K dispozici je i rozsifeni RDF zvané
RDF Schema [17], s jehoz pomoci lze definovat t¥idy a hierarchickou strukturu.

Néstrojem pro definici termini pouzitych v popisu dat nebo metadat jsou ontologie.
V kontextu webovych ontologiich je ontologie soubor nebo dokument, ktery obsahuje for-
méalni definici termini a vztahi mezi terminy. Technikou Sémantického Webu pro definici
ontologii je jazyk OWL (Ontology Web Language) [22]. Diky pouzivani ontologii budou
moci aplikace sdilet své slovniky, coz umozni jejich kooperaci.

Idea Sémantického Webu navic zahrnuje i pfidani logiky na web, predeviim ve smyslu
pouzivani inferencnich pravidel. To pfinasi moznost odvozovat dalsi vztahy a ¢init rizné
ZAVETY.

Svého plného potencidlu muze Sémanticky Web dosahnout jen tehdy, jestlize lidé
vytvoii také programy, které budou jeho sluzeb vyuzivat. Takovéto programy by mély
zpracovavat obsah webovych zdroji a vzajemné kooperovat. Jejich prace bude tim efek-
ostatni automatizované sluzby. Sémanticky Web by tak mél poskytnout zakladnu pro
ostatni technologie.

3 Integrace dat na Sémantickém Webu

S ohledem na mnozstvi datovych zdrojui na WWW a na fakt, Ze nékteré zdroje jsou
zde velmi rychle aktualizovany, je k datové integraci vhodny nematerializovany pristup.
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Klicové je v tomto piipadé urceni vazeb mezi jednotlivymi datovymi schématy. I na
Sémantickém Webu je mozné pou7it klasické p¥istupy [14], [4], znamé jako GAV a LAV.

GAV (Global As View) ptistup je zalozen na tom, 7e globalni virtualni pohled je
definovan jako pohled nad lokdlnimi zdroji. Kazdy element globalniho schématu je tedy
charakterizovan jako pohled nad lokdlnimi schématy. Tento zpiisob mapovani vlastné
systému tika jak ziskat data. V jednoduchém ptipadeé je pak zpracovani globalnich dotazu
relativné snadné, kazdy element globalniho schématu je v dotazu nahrazen pohledem,
kterym je definovan. Ov8em idea GAV je vhodna v pfipadé, 7e je mnozina integrovanych
zdroji stabilni. Zména ve zdrojich, naptiklad pfidani nového zdroje, muze byt slozita.
Novy ¢ ménény zdroj miize mit vliv na definici riznych elementi globélniho schématu,
takze je systémovy navrhar nucen piepracovat schéma a uvazovat vSechny zdroje znovu.

LAV (Local As View) spociva v definici lokdlnich schémat jako pohledii definovanych
nad globalnim schématem. V tomto p¥istupu je globalni schéma voleno (relativng) neza-
visle na schématech zdroji. Kazdy zdroj je potom charakterizovan v terminech globélniho
schématu. Mapovéani tak vlastné specifikuje roli kazdého zdroje v globalnim schématu.
V pripadé zmény nebo ptidani nového zdroje nejsou vyzadovany zadné jiné zmény, jen
je prepracovano nebo pridano mapovani dotéeného zdroje. Na druhou stranu, je v LAV
obtizné zpracovani dotazii. Jediné znalost o datech globalniho pohledu je pomoci pohledu
reprezentujici lokdlni zdroje a ty obsahuji pouze ¢asteénou informaci o datech. Nemusi
byt proto ziejmé, jak datové zdroje pro zodpovézeni dotazu vyuzit.

Protoze kazdy z ptistupii GAV a LAV mé své vyhody i nevyhody v riznych ¢astech
procesu integrace, objevuji se i projekty, které oba pristupy rizné kombinuji. Naptiklad
GLAV (Global Local As View) [10] specifikuje mapovani LAV i GAV.

K popisu mapovani, at uz ziskaném pristupem GAV, nebo LAV je mozné vyuzit
riiznych struktur. Tyto struktury se ¢asto lisi projekt od projektu, nékteré zachycuji pouze

vvvvvv
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mapovani vyuzit. OvSem na Sémantickém Webu je k dispozici jeden mocny prostiedek,
ktery miize prispét v tloze stanoveni vztahii mezi schématy a nabidnout vice v ptripadé
jejich zachyceni. Tim prostfedkem jsou ontologie.

Pojem ontologie |8] byva uzivian v riznych souvislostech. Velmi popularni definici
ontologie v informatice je: ontologie je formélni, explicitni specifikace konceptualizace.
Konceptualizace se vztahuje k abstraktnimu modelu svéta. OvSem konceptualizace neni
platna universalné, neni jednoznacny pristup k tomu, jak abstraktni model svéta okolo
nas vytvatret. Ontologie by mély fesit problém implicitniho p¥istupu k modelovani znalosti
zavedenim explicitni konceptualizace.

Je mnozstvi pristupti k datové integraci, které vyuzivaji ontologii. Ty mohou byt
vyuzity v ruznych ¢astech integra¢niho procesu. Na poc¢atku mohou byt ontologie vyuzity
v datovych zdrojich k popisu dat. Tyto ontologie pak mohou byt pouzity pti identifikaci
sémanticky korespondujicich konceptii. To je zasadni pii stanoveni mapovéani.

Nékteré projekty, které vyuzivaji ontologii dostupnych se zdroji dat, fesi integraci
klasickym piistupem GAV nebo LAV, jako napiiklad [1]. V n&kterych projektech maji
ontologie i dalsi ilohu. Naptiklad je vytvotfena také tzv. globalni ontologie, tj. ontologie
globélniho pohledu. Ta muze byt definovana dvéma zptusoby. Jednak muze obsahovat
slovnik, ktery lokalni zdroje sdileji. V nékterych projektech obsahuje takova ontologie
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zakladni pojmy 7z konkrétni domény a je obvykle mnohem obecnéjsi nez lokdlni ontologie
[15]. Druhou moznosti pak je definovat globalni ontologii jako vysledek slouceni ontologii
lokalnich.

Mnohé projekty datové integrace zistavaji u definice mapovani pro stanoveni vztaht
mezi globalnim pohledem a lokalnimi zdroji, napf. |7|. K mapovani mize byt vyuZita
Siroka gkala struktur, od jednoduchych mapovacich pravidel mezi dvéma koncepty (sy-
nonyma, homonyma, disjunktni pojmy atd.), pies mapovani konceptu na jedné strané
k dotazu ¢i pohledu na strané druhé [5] (jako je tomu u GAV a LAV), a7 po piidavné
mapovaci struktury (nap¥. model referenci v [19]). Nékteré projekty vyuzivaji v této fazi
ontologie k urceni svého pojeti mapovani a vlastni mapovani je vlastné instanci této
ontologie mapovani.

Piistup, ktery je prezentovany v tomto piispévku je podobny piistupu v [6] je také
zalozeny na slucovani lokdlnich ontologii. Rozdil je v tom, Ze ackoli je globalni ontologie
vysledkem téch lokalnich, oni k popisu mezi lokidlnim a globalnim prostfedim zistavaji u
“tradi¢niho” pojeti mapovani, konkrétné k mapovani vyuzivaji mapovaci tabulku. Pristup
v tomto prispévku navrhuje v mapovani vyuzit samotnou ontologii, ktera vznikne jako
vysledek slouceni ontologii lokalnich, ontologie globalni a rovnéz vsech znamych vztahu
mezi nimi. Proto je tento pristup nejvice podobny projektim, které byly priméarné urceny
ke slu¢ovani ontologii, jako napft. |16].

3.1 Integrace dat zaloZena na ontologiich

Integrac¢ni systém v tomto piispévku je zaloZen na nematerializovaném piistupu. Globalni
zdroj je reprezentovan virtualnim pohledem. K zajisténi pfistupu k datovym zdrojum (a
tim vlastné k fyzickym datum) je vyuzit jisty druh mapovéani. Av8ak na rozdil od mapo-
vacich pravidel jako tvrzeni zachycujicich vztahy mezi elementy jednotlivych schémat je
Sémanticky Web, neboli pfedpokladem je dostupnost ontologii, které integrovana data
popisuji.

Samotna tloha integrace je transformovana na vytvafeni ontologie integra¢niho sys-
tému. Tato ontologie ze své podstaty by méla pokryvat ontologie vSech dat, ktera jsou v
systému vyuzita, a mapovani, na které miizeme obecné nahlizet jako na stanoveni vztahi
mezi daty. Tak muze byt tato ontologie vyuzita k datové integraci na tirovni schémat.

Ontologie a datova schémata obecné k sobé maji blizko. Hlavnim rozdilem je pirede-
vsim jejich ucel. Ontologie byva tvorena s imyslem definovat pojmy pouzivané v néjaké
oblasti, zatimco schéma byva vyuzito k modelovani néjakych urcitych dat. Ackoli neni
nutné platné tvrzeni, Ze lze nalézt korespondenci mezi datovym modelem a k jeho vy-
jadfeni vyuzitymi pojmy, ¢asto tomu tak byvi. Obzvlasté u schémat reprezentujicich
sémanticky datovy model, nemusi byt patrny zadny rozdil a tim ani zpusob jak identifi-
kovat co je schéma a co ontologie. V ostatnich ptipadech miuze byt ontologie vyuzita pro
ta konkrétni data obohacena o dalsi koncepty a vztahy, aby zachytila i datové schéma.

Predpokladejme, ze na pocatku tilohy jsou k dispozici dva datové zdroje S7 a So, které
maji byt integrovany. Kazdy zdroj je popsan ontologii: ontologii zdroje S; oznac¢me Og,,
ontologii zdroje S5 oznac¢me Og,. Globalni integrovany pohled poskytovany integra¢nim
systémem bude popséan ontologii Og. Integrac¢ni systém, ktery je v kapitole 1 formalizovan
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jako trojice I = (G, L, M), ma v tomto p¥ipadé reprezentaci I = (Og,{Os,,Os,}, O;p),
kde Oy je ontologie integracniho systému.

Ontologie O; je urcena k popsani mapovani mezi elementy globalniho pohledu a lo-
kilnich zdrojiu. Mapovani je stézejni ¢asti integracniho systému a jeho stanoveni, popis
a vyjadrovaci sila ovliviuji mnozstvi informace, které jsme schopni integra¢nim systé-
mem ziskat. O; je zaroven ontologii vSech dat v integra¢nim systém. Z toho plyne, 7e pro
ontologie lokalnich zdroju plati:

051 g OIa
Os, C Oy .

Zatimco ontologie Og, a Og, jsou dany spolu se zdroji, Og a Oy je tfeba stanovit. Popis
Og¢ je relativné nezavisly na zdrojich. Og obsahuje definici vSech konceptii ptistupnych
piimo pomoci globilniho pohledu. Je proto tilohou designéra, ktery rozhodne, co bude
pomoci integra¢niho systému piistupné a v jaké formé.

Urceni O; je zasadnim krokem, nejde ovSem o nijak snadnou tlohu. Protoze by O;
méla pokryvat Og,, Og,, O¢ i jejich vzajemné vztahy, je O; vysledkem tlohy nazyvané
sluc¢ovani ontologii (ontology merging). Pfi procesu slu¢ovani je nékolik lokalnich ontologii
na vstupu, na vystupu je pak jako vysledek vracena sloucena ontologie. Proces sluc¢ovani
ontologii je tématem mnoha vyzkumnych projekti,napt. [12], a je i pfedmétem mnoha
specializovanych konferenci.

Hlavni obtiz pii sémantické integraci je stanoveni korespondence. I kdyz forméalni
definice v ontologiich jsou nejlepsi specifikace terminu, které jsou v soucasné dobé k
dispozici, nemohou zachytit plny vyznam. Casto je proto pfi stanoveni korespondence
nutné jista lidska intervence. OvSem i v piipadé, ze pocitac¢ové programy nejsou schopny
korespondenci odvodit, mohou byt vyuzity k navrhiim moznych vztahi ¢i k ovéreni vztahu
zadanych clovékem.

Stejné jako pfi integraci schémat v jinych pristupech, i zde mohou vyvstat nékteré
konflikty [2|, které je tieba fesit. Obecné mohou byt takové konflikty nékolika typu [13],
napiiklad to mohou byt konflikty mezi jednotlivymi terminy (synonyma, homonyma atd.),
schématické nesourodosti, konflikty mezi vlastnimi daty a metadaty atd. Ve svété ontologii
neni obtizné uvazovat rozdilné koncepty, protoze jsou zde prostiedky, jak vyjadrit vztahy
mezi nimi. V ontologii ma kazdy pojem jednoznac¢nou referenci. I kdyz mohou byt dva
terminy ve dvou ontologiich shodné nazvany, jsou odlisitelné diky kontextu — ontologii, ve
které jsou definovany. Toto je napiiklad v syntaxi XML FeSeno pomoci jmennych prostori
(namespaces). V ontologiich je také mozné stanovit, Ze dva terminy jsou ekvivalentni a
umoznit tak, aby byly podle toho zpracovany.

Piiklad 1. Piedpokladejme obchod, ktery prodava notebooky od riiznych vyrobceii. Pro
jednoduchost predpokladejme pouze dva vyrobce: Sony a Asus. Kazdy z nich poskytuje
data o svych produktech. Obchod by vsak ptivital pristup k témto datum jako k jedinému
celku, proto je nutné oba zdroje s daty integrovat.

K integraci jsou dva zdroje. Zdroj 1 obsahuje notebooky produkované firmou Sony.
Jeho ontologie O; obsahuje pouze jedinou tfidu nazvanou notebooky_Sony, které maji
vlastnosti Rychl_procesoru, Pamét atd. Zdroj 2 obsahuje notebooky od producenta Asus.
Jeho ontologie O, obsahuje tfidu notebooky_Asus s vlastnostmi RychlostProc, RAM atd.
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Protoze integra¢ni systém by mél poskytovat popis notebookt 7 riznych zdroji, globalni
ontologie Og obsahuje tiidu notebooky s vlastnostmi Rychlost_procesoru, RAM atd.
Pro ziskani ontologie celého systému, jsou Oy, Os, Og a znalosti o vztazich mezi koncepty
slouc¢eny. Vyslednd O; je nésledujici:

notebooky

notebooky_Sony notebooky Asus

Obrazek 2: Ontologie Oy

Ontologie O; obsahuje tii tfidy: notebooky, notebooky_Sony a notebooky_Asus.
Notebooky Sony i Asus jsou notebooky, proto je hierarchicky vztah tiida — podtiida
mezi tiidami notebooky a notebooky_Sony a mezi notebooky a notebooky_Asus. No-
tebooky Sony a Asus nemohou byt slouc¢eny do jediné tiidy, protoze tyto t¥idy obsahuji
rozdilné notebooky. Se znalosti sémantiky jednotlivych vlastnosti t¥id, lze podobné na-
lézt hierarchické vztahy vlastnost — podvlastnost, napiiklad mezi Rychlost_procesoru
a Rychl_procesoru. Navic, jsou-li na tyto vlastnosti kladeny stejna integritni omezeni,
je mozné je sloucit a oznacit jako ekvivalentni. l

Uzivatel integra¢niho systému klade své dotazy v prostiedi globalniho pohledu (tj.
schéma, jazyk atd.). Aby bylo mozné tento dotaz nad lokalnimi zdroji vyhodnotit, je nutné
jej zpracovat. V zasadé jsou dva pristupy ke zpracovani globalniho dotazu. V prvnim je
dotaz prepsan je dekomponovan na ¢asti odpovidajici jednotlivym zdrojum a piepsan
do prislusného lokalniho prostiedi. Druhy ptistup se zabyva hledanim odpovédi na dotaz,
kdy neklade zddné naroky na to, jak je dotaz proveden, ale jedinym cilem je vySetiit
v8echny mozné informace s cilem najit mnozinu dat, ktera (s vyuZitim znalosti) logicky
implikuje, ze jde o odpovéd na dotaz.

Mame-li mapovani vyjadieno v ontologii a uvazujeme-li pouze hierarchicky is-a vztah,
je mozné pro zpracovani dotazu vyuzit pravidlo dobfe znamé z objektové-orientovaného
programovani: potomek muze zastoupit svého predka. Jestlize naptiklad hledame vSechny
instance tiidy 7', které maji vlastnost V' = x, je dotaz nésledujici:

=TV =ux).

S vyuzitim ontologie O; poskytuje is-a vztah prostiedek, jak dotaz ptepsat s ohledem
na urc¢ity lokalni zdroj. Jestlize T' neni konceptem lokdlniho schématu, je t¥ida T v do-
tazu nahrazena nejbliz§im svym potomkem T”. Toto pravidlo je rekurzivné aplikovéno,
dokud neni malezen kontext lokdlnitho schématu, nebo neni-li jiz k dispozici dalsi pod-
tiida — v tom piipadé je odpovéd na (lokalni) dotaz prazdné. Podobné je toto pravidlo
aplikovatelné pro pirepisovani vlastnosti stanovenych v dotazu.
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Pti druhém pristupu k zodpovidani dotazi je is-a hierarchie také klicova. Vyjadiuje
totiz, ze instance libovolného uzlu je zaroven instanci uzlu v hierarchii nad nim. Na za-
kladé tohoto poznatku je mozné urcit, zda informace z lokadlniho zdroje miize byt odpovédi
na globalni dotaz.

Priklad 2. V pokracovani jednoduchého piikladu integrace notebooki je ukédzano zpra-
covani dotazii. Globalni pohled poskytuje notebooky. Dotaz: vyber vSechny notebooky s
rychlosti procesoru 1.6 GHz, t.j.

q := notebooky(Rychlost _procesoru =" 1.6"),

je zpracovan nasledovné: notebooky neni konceptem 7adného 7 lokalnich zdroji, dotaz je
piepsan. Tiida notebooky mé dva potomky notebooky_Sony ze zdroje 1 a notebooky_Asus
ze zdroje 2. Dotaz je tedy prepsan do dvou podob:

¢y = notebooky Sony(Rychlost procesoru ="1.6"),
q5 = notebooky Asus(Rychlost procesoru ='1.6").

Protoze vlastnost Rychlost_procesoru neni koncept zdroje 1, je dotaz ¢| dale pfepsan
s vyuzitim vztahu vlastnost — podvlastnost na:

q{ := notebooky Sony(Rychl _procesoru =" 1.6"),

Dotaz ¢ je proveden nad zdrojem 1. Analogicky je piepsan dotaz ¢, a proveden nad
zdrojem 2. 0

Ontologie je tedy schopna zachytit jednoduchy is-a vztah. Ontologie je vSak mno-
hem silnéjsi. Poskytuje dost silné prostiedky, aby zachycovala mnozstvi riznych vztahi.
Aby bylo umoznéno ziskat ze zdroji co nejvétsi mnozstvi informace, je vhodné vyuzit
néjaky inferenéni mechanismus, ktery umozni pracovat i se vztahy, které ontologie po-
kryva, nicméné nejsou v ni ptimo vyjadreny — je vSak mozné je z vyjadienych vztahi déle
odvodit.

4 Diskuze a zavér

Regenti integrace dat navrhované v tomto piispévku vychazi z technik Sémantického Webu.
Je zalozena na ontologiich — vychazi z predpokladu, Ze integrovana data jsou popsana v
ontologiich, které jsou dostupné, a ontologii dile vyuziva jako prostiedek ke stanoveni
vazeb mezi pivodnimi daty a poskytovanym integrovanym pohledem. Vlastni tloha in-
tegrace je prevedena na tlohu slu¢ovani ontologii.

Pouziti ontologii (a jejich definice pomoci OWL jako standardniho prostiedku Séman-
ticktho Webu) v integra¢nim systému muze piinést fadu vyhod. Ontologie jsou velmi
silny prostfedek pro zachyceni vztahii mezi schématy jednotlivych zdroji. Ontologie jako
obecny prostiedek, tedy na rozdil od jinych struktur mapovacich pravidel definovanych
primarné pro potieby integrace, muze byt déle pouzita i v jinych souvislostech. Velkou
vyhodu pouziti ontologie v integraci lze nalézt pti zméné sytému, naptiklad pii pridani
nového zdroje. V takovém piipadé neni nutna zména stavajici ontologie — neni tedy nutné
jako ontologii nebo nékterou jeji ¢ast prepracovat, ¢i odstranit. Piivodni ontologie je obo-
hacena o novy stav zménéného zdroje, ¢i o novy zdroj, jiné zmény nejsou nutné.
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Abstract. In our society digital images are a powerful and widely used medium of communi-
cation, and they have an important impact on our life. In the recent years, due to the advent
of low-cost and high-performance computers, more friendly human-computer interface, and the
availability of many powerful and easy to control image processing and editing software pack-
ages, it has become possible, with a relative ease, to create image forgeries, which are by naked
eye indistinguishable from authentic photographs. Therefore, there exists a strong need for a
reliable tamper detection system for digital images. In this work we address the problem of
passive-blind image authentication. Blind image authentication techniques use only the image
function, assuming no explicit prior knowledge about the analyzed image. We introduce various
methods to detect different types of image forgeries. In concrete, we will concern with detec-
tion of resampling, duplicated image regions, double JPEG compression and inconsistence noise
patterns. All methods assume the absence of any digital watermark or signatures in the image.
Our main aim is to make the successful use of image forgery as harder as it is possible.

Abstrakt. V dnesni dobé jsou digitélni snimky silnym a Siroce rozgifenym komunika¢nim médiem
a maji zasadni vliv na nés zivot. V poslednich letech pt¥ichod cenové dostupnych a vysoce vykon-
nych osobnich pocitaci, taktéz vice pratelské rozhrani mezi clovékem a pocitacem, a schopnosti
softwarovych baliku ke zpracovani obrazu zptisobuji jednoduchou tvorbu falesnych obrazi. Tyto
obrazy Casto byvaji nerozeznatelné od pravych fotografii. Proto existence spolehlivého systému
pro ovéreni pravosti obrazu je v dnesni dobé velmi potfebna. V tomto pfispévku se budeme
zabyvat problémem pasivni ci slepé autenti¢nosti obrazu. Tato technika ovéfovani pravosti ke
své praci nepotfebuje mit zaddné apriorni znalosti o snimku, pouziva jen obrazovou funkci. V
této praci predstavime kratce nékolik pasivnich zpisobi detekce falesnych snimku. Konkrétné
se budeme zabyvat detekci pirevzorkovani, duplikovanych oblasti, dvojité JPEG kompresi a
inkonzistence Sumu v obrazu. VSechny tyto metody pracuji bez pouziti watermarku ¢i digitél-
niho podpisu. Nagim hlavnim cilem je minimalizovat moZnost ispesného pouzivani zfalsovanych
digitalnich snimkd.

1 Introduction

In our society digital images are a powerful and widely used medium of communication,
containing huge amount of information of many types. They are a compact and easy way
in which to represent the world that surrounds us. Specially, we saw in the past decade
a remarkable growth in our ability to capture, manipulate, and distribute digital images.
In the present day, there exist many powerful public available image processing software
packages, which allow users easily to change the information represented by an image
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without leaving any obvious traces of tampering. So, the question is, how much can we
trust a photograph, which is not obtained from a secure source.

At present, images have an essential impact on our society and play a crucial role
in most people lives. Without a doubt, their trustworthiness plays a significant role in
many social areas. For instance, every day newspapers and magazines are dependent on
digital images. Photographs play an important role also in courtrooms, where they are
used as evidence. So, it is obvious that, there is a strong need for a reliable digital forgery
detection system. Such a system will be very useful among others in the following areas:
forensic investigation, criminal investigation, insurance processing, surveillance systems,
intelligence services and journalism. Such a system can give an advice, how much to trust
a digital image.

Controversial tampered photographs have been a part of history of photography since
ever. It is almost as old as photography itself. It probably began soon after Niepce
Nicephore, who in 1826 created the first permanent photographic image. This type
of photo tampering needed special technical equipment and experts to do the photo
manipulation. But, in recent years, due to the availability of many powerful and easy to
control image processing and editing software packages, such as Adobe Photoshop, and
more user friendly human computer interface (HCI), digital images become more easily
to manipulate and edit than ever before. Today, even non-professional users are able
using average home computers to edit a digital image to the point where it is visually un-
noticeable. It is possible to change the information represented by an image and create
forgeries without leaving any obvious traces of tampering. It is not easy to look at an
image and decide if it is real or not.

Figure 1: An example of a historical photo tampering. The man (Vlado Clementis) first
from the left in the left hand picture was one of the victims of purges following the coup
of 1948.

In the present day, we face the problem of digital forgery even in scientific literature.
For instance, the Journal of Cell Biology, a premier academic journal, estimates that
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around 25 percent of manuscripts accepted for publication contain at least one image
that has been inappropriately manipulated. In many cases, the author is only trying
to clean the background and his changes do not affect the scientific meaning of the
results. But, there exist also articles containing tampered images in which the results
were significantly affected and changed. One of the recent famous cases of digital image
forgeries in scientific literature was the South Korean scientist Hwang Woo-suk’s claim
that he cloned stem cells. The detection of forgery in this case did not need specialized
software.

Another recent famous case of digital image manipulation is a photograph taken dur-
ing the 2003 Iraq war. Brian Walski, who was covering the war in Iraq for the Los Angeles
Times, combined two of his Iraqi photographs into one to improve the composition and
to create a more interesting image. This image showing an armed British soldier and
Iraqi civilians under hostile fire in Basra was widely published. The soldier is gesturing
at the civilians and urging them to seek cover. The standing man holding a young child
in his arms seems to look at the soldier imploringly. It is the kind of picture that wins
a Pulitzer. The tampering was discovered by an editor at The Hartford Courant, who
noticed that some background people appeared twice in the photograph. It was ended
with the firing of the photographer.

Figure 2: Brian Walski, a Los Angeles Times reporter, combined two photographs into
one used on the newspaper’s front page.

1.1 Objectives

As was mentioned, we concern with the detection of tamper in digital images. It should
be noted that our goal is not to stop the forgery. This is impossible. Nowadays, many
powerful image processing tools allow users to play with digital images and change the
information represented by them. A capable falsifier with enough experience can always
come up with an almost perfect forgery, which will be not detectable by proposed meth-
ods. Our main aim is to make the detection of forgery more reliable by developing new
and more sophisticated methods. By this way we can significantly reveal many cases
of tampering and more successfully distinguish between originals and fakes. Without
trustworthy of photographs, we will not be able to know what in our world is real?
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In this work, we will mainly introduce the state of the art, and will survey the work
done in this field. Our focus will be on surveying available methods, which use only the
image function and work in the absence of any digital watermark or signatures. These
methods are called passive or blind and are regarded as the new direction.

Furthermore, we will propose new and more reliable methods to detect different types
of image tampering with no explicit prior knowledge of the image. This part will employ
the largest focus of our future work and will consist of the following sections:

e Detection of resampling. In this part we introduce a method for resampling detec-
tion working with no apriori information about the image. The method is based
on detection and analyzing non-randomness features, which are brought into the
signal by the interpolation step of resampling.

e Detection of duplicated regions. This part proposes a method for detection of
duplicated regions of image based on moment blur invariants [2, 3|. The method
works with no apriori information.

e Detection of double JPEG compression. In this part we propose an automatic
method for detection of double JPEG compression based on detection of specific
artifacts of double JPEG compression.

e Detection of inconsistent noise patterns. In this work we will propose an automatic
method for detection of inconsistent noise patterns. The method will be based on
estimation and comparison of local noise patterns and on automatic detection of
inconsistence among them.

2 Tamper Detection in Digital Images

In the last chapter we explained the importance of tamper detection in images. It is
obvious that there many ways how to manipulate and alter digital images. The following
pages provide an attempt of categorization of the image tampering and mainly take a
look at state of the art approaches for tamper detection in digital images.

2.1 Digital Image Tampering Categories

In order to divide the tampering into different groups, we will use the categorization
proposed by Hany Farid [1]. But, please note that, most of high quality image forgeries
use the below presented types simultaneously. Also note that, not all of the following types
of image manipulation can be denoted as illegitimate. This depends on the concrete case
and the ethics of image editing. For instance, some image manipulations for an image,
which is used in a magazine, could be unacceptable in courtrooms. The line between
improving an image and altering it has different position and width in different cases.

2.1.1 Composited

As pointed out in [1], compositing is probably the most common form of image tampering.
The main idea is to combine several (mostly two) images to create one. The result of
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such a forgery mainly depend on how well image components are matched in terms of
size, pose, color, quality, and lighting. Many digital image processing tools propose a
user-friendly environment to create such forgeries.

2.1.2 Morphed

Morphing is a digital technique that transforms the source image into the target image.
Many image processing tools propose morphing operations. For an example of morphing
sequence.

s:0)(s o[ o)[a olfa o
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Figure 3: An example of a morphing sequence.

2.1.3 Retouched

This category mostly includes operations such copying and pasting of regions within the
same image, air-brushing, blurring, painting, etc.

2.1.4 Enbancing

This is a class of more global digital image techniques including for example: contrast
adjustment, blurring or sharpening. Mostly, this type of image manipulation does not
fundamentally change the information represented by the image. But, using image en-
hancing, for instance, we are able obscure or exaggerate some image details.

2.1.5 Computer Graphics

This type of tampering refers to images that are generated using a computer and computer
graphics methods. In the present day, the quality of such images is very high and often it
is not easy to determine if the image is real or computer generated. Mostly, such images
are generated by constructing a 3-D polygonal model, which is augmented with color
and texture, and also illuminated with one or several virtual light sources. Finally, the
augmented model is rendered to create a synthetic image.

2.1.6 Painted

This technique requires a highly talented painter with good technical skills to yield real
images. Images are created from a blank screen using photo editing and drawing software.
This is very similar to an artist painting on traditional canvas.
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2.2 Digital Forgery Detection Techniques

It is possible to divide the digital forgery detection approaches to active, and passive
(blind). Active approaches could be further divided to digital watermarks [13, 7, 9|, and
signatures |14, 5|. Digital watermarking assumes an inserting of a digital watermark
at the source side (e.g., camera) and verifying the mark integrity at the detection side.
Digital watermarks are imperceptible, they are inseparable from the digital media they
are embedded in, and they undergo the same transformations as the digital media itself.
A major drawback of approaches based on watermarks is that the watermarks must
be inserted either at the time of recording, or later by a person authorized to do so,
which requires specially equipped cameras or subsequent processing of the original image.
Furthermore, watermarks may degrade the image quality.

The digital signature methods assume extracting image features for generating au-
thentication signature at the source side and verifying the image integrity by signature
comparison at the detection side. Also here, the main disadvantage is the need of a fully
secure trustworthy source. We need a common algorithm on both source and detection
sides. Passive (blind) approach is regarded as the new direction. Here the detection of
forgery does not need any extra information. This approach uses only the image function
and works in the absence of any digital watermark or signatures. So, there is no need of
explicit prior information about the analyzed image.

[t is obvious that active approaches (digital watermarks and signatures) are not usable
for image authentication in the case, when the image is from unknown or not secure
source, which is, of course, in most cases. Therefore we will focus on digital forgery
detection methods based on the blind approach.

2.2.1 Blind Approach

So far, only a handful of researchers have concerned with the detection of digital image
forgery by a blind technique. At present, there exist only several forgery detection tech-
niques in the literature [10, 8, 4, 12, 11, 6]. The area has an unexplored character and
there is a lot to do. Because of this reason and because of the extraordinary difficulty of
the problem, today, researches are trying to start with categorizing forgeries and analyze
each type separately.

Each type of alteration changes the original function of the image. As it was men-
tioned, researchers try to categorize these changes to make a forgery detection system
combined from separate analyzers. Different analyzers try to detect the specific charac-
teristics of different categories. The aim is to have such combination of analyzers, which
will make very difficult to have a forgery that gets through it.

3 Toward a Reliable Tamper Detection System for Digital Im-
ages
In the previous chapter we have briefly described different categories of digital image

tampering. As was mentioned previously, the review of recent scientific literature shows
that there is a strong need of new and more sophisticated blind digital forgery detection
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methods. This is our main goal. With a little investment of time and skill of the falsifier,
the forgery cannot be detected via existing published methods. This is due to highly
limited abilities of these methods. We will propose and develop new mathematical and
computational algorithms, and in some cases improve existing methods to make the
successful use of forgery harder. For this purpose, we will propose following methods:

Resampling detection,

Duplicated image regions detection,

Double JPEG compression detection,

e Inconsistent noise patterns detection.

The following pages take mainly a brief look at these methods and will state their main
principles. In general, the detection abilities of these methods are based on identification
of statistical changes of the original image associated with the corresponded tampering
technique.

3.1 Detection of Resampling

As it was mentioned previously, typically when the falsifier tries to combine two images
together, there is a need of cutting parts of one picture and placing them into another.
To create a high quality forgery it is often necessary to use digital image operations such
as resizing or rotating of these parts. These operations require resampling of a portion
of image onto a new sampling lattice using an interpolation technique. The interpolation
step often brings to the image specific correlations, which typically are invisible to the
human eye. Detection of these correlations may signify tampering.

3.2 Duplicated Image Regions Detection

In this part we focus on the detection of a common type of digital image forgery - the
duplicated image regions or the copy-move forgery. In a copy-move forgery, a part of
the image is copied and pasted into another part of the same image typically with the
intention to hide an object or a region of the image, for an example. Please note that
copied regions are from the same image, and therefore they have compatible properties,
such as noise component, or color palette, with the rest of the image. It makes the use
of statistical measures to find statistical incompatibilities in different parts of the image
impossible.

A common used operation to overcome existing copy-move forgery detection meth-
ods and to make the detection of forgery more difficult is blurring. Thus, to identify
duplicated regions and improve the detection abilities of the nowadays approaches, it is
desirable to describe analyzed regions by some features invariant to presence of unknown
blur. Furthermore, due to the fact that the falsifier can also use the additive noise to
make the detection of the forgery more difficult, these invariants should work well also
in the presence of such a noise. The simple incarnation of such features are moment
invariants with respect to blur, which have been previously addressed by Flusser and Suk
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[2, 3] and have found successful applications in many areas of image processing. We have
already proposed a method for duplicated regions detection based on these invariants.
The method has been sent to Forensic Science International, an international journal per-
taining to forensic sciences. In this work, the similarities among invariant representation
of image regions are analyzed in a space created by PCT and subsequent K-d trees.

Figure 4: An example of a copy-move forgery. Shown are the original version of the test
image (a), its forged version (b) and the output of our duplicated image regions method

(c).

3.3 Double JPEG Compression Detection

As was mentioned previously, for altering an image, typically the image is loaded into a
photo-editing software and after the changes are done, the digital image is re-saved. If the
images are in the JPEG format, then the new created image will be double compressed.
Double JPEG compression is imperceptible, but it introduces specific correlations between
the discrete cosine transform (DCT) coefficients of image blocks. We will propose a
technique to describe and detect these specific correlations. It must be noted that the
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detected double JPEG compression does not necessarily means malicious tampering.
Often users re-save a JPEG image by a lower quality factor to save the storage space.

3.4 Inconsistence Noise Patterns Detection

As was mentioned previously, digital images contain an inherent amount of noise, which
is typically uniformly distributed across the entire image. These patterns are typically
invisible to the human eye. Very often by creating digital image forgeries, the noise, which
is typically in original images uniformly distributed across the entire image, becomes
inconsistent. Detection of this inconsistence may signify tampering. Therefore, we will
propose a method to estimate local signal-to-noise ratio. The method will be based on
an additive noise model and will use blind signal-to-noise ratio estimators. Inconsistence
noise patterns detection will be usable also in cases when small amounts of noise are
locally added to conceal traces of tampering.

4 Conclusion

In the first part of this document we have seen that, at present, images have an essential
impact on our society and play a crucial role in most people lives. In recent years,
due to the availability of many powerful and easy to control image processing and editing
software packages and more user friendly human computer interface (HCT), digital images
become more easily to manipulate and edit than ever before. It is possible to change
information represented by an image and create forgeries without leaving any obvious
traces of tampering. Therefore, there exits a strong need for a reliable tamper detection
system for digital images. Such a system can give an advice, how much to trust a digital
image.

The middle part of this document briefly introduced the categories of the image tam-
pering.

In the last part of document we have described our main aim and have introduced the
main cognitions of methods for detection of different forms of tampering. In concrete we
concerned with resampling detection, duplicated image regions detection, double JPEG

It is obvious that even by using and developing many more successful tamper detection
methods, we will not able to detect the tamper in all tampered digital images. A capable
falsifier with enough experience can always come up with something new and create an
undetectable forgery. Our main aim is to make the detection of forgery more reliable by
developing new and more sophisticated methods. By this way we can significantly reveal
many cases of tampering and more successfully distinguish between originals and fakes.
Our goal is to make the successful use of forgery as harder as it is possible.
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Abstract. A simple diffusion type model of a PEM (proton-exchange membrane) fuel cell will
be introduced. From thermodynamical analysis of the model will be obtained a relation between
material properties and geometrical dimensions of the membrane. Also, coupling between water
diffusion flux and electric current in the proton-exchange membrane of a PEM fuel cell will be
an object of our analysis. As the result, efficiency of the membrane will be expressed in terms
of the degree of coupling.

Abstrakt. Bude uveden jednoduchy model diftizniho typu pro palivovy ¢lanek s polymerovou
membranou (PEMFC). Na zakladé jeho termodynamické analyzy bude odvozen vztah mezi ma-
teridlovymi vlastnostmi a geometrickymi rozméry membrany. Déle bude analyzovana provazanost
mezi difiiznim tokem a elektrickym proudem v membrané palivového ¢lanku. Vysledkem bude
vyjadieni i¢innosti membrany pomoci stupné provizanosti.

1 Introduction

Fuel cells represent a prospective, efficient, and clean alternative to traditional ways of
generating electrical energy for automotive, portable and stationary applications [3]. In
a so-called proton exchange membrane fuel cell (PEMFC), two electrodes are separated
with an electrolyte, which is a thin membrane made of a proton conductive polymer, such
as Nafion — a perfluorosulfonic acid manufactured by DuPont. At the anode hydrogen
is oxidized, producing protons and electrons. The electrons flow through an external
circuit, while the protons must pass through the electrolyte membrane. At the cathode
the electrons and the protons react with supplied oxygen to form water. The electrodes are
attached to the membrane, forming the so-called membrane electrode assembly (MEA).
Transport processes occurring in MEA are considered to be a crucial point of the fuel
cell operation and efficiency. The framework of irreversible thermodynamics allows to
model all relevant processes like convection, diffusion, heat transfer, ionic conductivity,
and electrochemical reactions in a natural way, i. e. based on the entropy production
concept. For instance, based on an expression for entropy production density such as

. 1 . Lo ta < zZaFo  ti 1
U(s):]q.vf_za:]n’a.VT—kf.V 7 + 0 .Dv—i—fzp:rpAp,

one could derive a very complex model involving diffusion, heat tranfer, migration due to
an electrostatic field, friction and chemical reactions. In this paper, we describe a more
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simple model that of all these processes takes into account only diffusion and migration,
and show on two examples that even a simple thermodynamical analysis can be utilized
to produce relevant conclusions.

2 Thermodynamical analysis of a simple diffusion model

2.1 Model equations

Let us introduce a simple diffusion-type model of a hydrogen PEM fuel cell. We consider
the cell as a one-dimensional electrochemical reactor into which hydrogen and oxygen
are fed and water (and electrical energy) is produced. We consider the electrochemical
half-reactions occuring at the electrodes of the cell in the following form [12]:

ka ke
2H2 + 4H20 = 4H30+ + 4(3‘7, 02 + 4H30+ +4e” = 61’1207 (1)
ko ke

where the former reaction (the oxidation of Hs) is the anode half-reaction, and the latter
reaction (the reduction of O,) is the cathode half-reaction. Mass balances of HoO and
H307 read (cf., e. g., [13], [14], [15]):
80]_]20 8CH30+
ot ot

respectively. Here, cp,o and cy,o+ are concentrations of the respective species, jy,o and
Ju,o+ are molar flux densities of the respective species, r, is the anode reaction rate, and
r. is the cathode reaction rate. For the reaction rates, we have from the mass action law

= —4r, + 61 — div Jq,0, =dr, —4r. — div gy, o+, (2)

g4 2 ~ A 4 4. A 4 -6
ra =k, Cii,0C, — Ka o+ Coms e =k coyCr, o+ Co- — ke Ciiyo- (3)

For flux densities we have linear transport equations arising from irreversible thermody-

namics,
. Olhe Olhe RT
= —Lywi—Vem0 — Lye— Vo = —Lyw——Vcm,0 — Lywe FVO, 4
JH50 Dermo CH,0 96 ¢ Cr0 CH,0 ¢ ( )
. Ol Ol RT
.7H3()+ = _Lew LVCHQO - Lee LV¢ = _Lew —VCHQO - Lee Fv¢> (5)
ocn,o 0p CH,0

where i, denotes electrochemical potential, ¢ denotes electrostatic potential, R denotes
the universal gas constant, 7" denotes temperature, F' denotes Faraday constant, while
Lyw, Lye, Lew and Le, denote phenomenological transport coefficients. The terms con-
sisting of partial derivatives of u, ensure that all the phenomelogical coefficient are of the
same physical dimensions (mol?J 'm~!s™!). The transport coefficients can be expressed
in terms of measurable quantities Dy,o (diffusion coefficient of water), o (electrical con-
ductivity), and n (drag coefficient) as follows:

D 2
wa - ;TO CH,0, (6)
g
Lee ﬁa (7)
Lye = Leon? 2 pd (8)
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It follows from Onsager reciprocity relations that the "cross" coefficients are equal to each
other, i. e.

Lew - Lwe‘ (9)

The relations (2) (9) together with appropriate functional forms for the transport
parameters Lyy, Lye, Lew, Lee (01 Di,0, 0, n9), and boundary and initial conditions form
a simple diffusion-type model of a PEM fuel cell. The main difference between this model
and most models that can be found in the literature (cf., e. g., [17], |2] and many later
works) is that this model does not follow the usual sandwich structure. In other words,
here, the whole fuel cell is described by a single set of equations rather than dividing it
into several regions with different properties.

2.2 Membrane characteristic dimension

Now, we shall proceed with linearization of the problem (2) (5), and perform a qual-
itative analysis of the linearized problem. We shall follow the method described in [5]
as normal mode analysis. To keep things relatively simple, let us make two additional
assumptions:

1. The backward reactions in (1) can be neglected, i. e., k; ~ 0, k_ ~ 0.

2. There is local electroneutrality within the cell, i. e., the rate of oxygen reduction is
determined by the concentration of H3O1 and O,.

Under these assumptions, the system (2) - (5) possesses a stationary solution (¢p,0, G0+ )
where

1 1

s 4 s 8
— w = w 10
CHQO <2]€;C%I2) Y CH30+ <2k(_:i_co2) Y ( )

Tw = div Jy,o being production density of water within the cell. Let us recall the charge
conservation law,

do
divy+—=0 11
vj+ 5 =0, (11)
where p is charge density. Since in the stationary state % = 0, we have also
divj = 0. (12)
We shall investigate the linearized system (2) (5) of the following form:
0 8Ty 127,
—u:DHQOAu—_W U+ = T v, (13)
at CH,0 CH30+
0 8Ty, 8Ty
—U:DC,Au—i—_7T u+_7T v. (14)
at CH,0 CH30+
where Dy,0 = BT 1, is the diffusion coefficient of water, and D, = £L L.,. Let us

CH,0
introduce the following couple of trial functions [5]:

CH,0

U = Tiyo + 0, v = Chyor + 0T, (15)
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where 0, k, and w are arbitrary complex quantities. By inserting (15) into (13), (14), we
obtain

8y 127,
wu = —Dyk*u — _W U+ = m v, (16)
CH50 CH3O+
9 8y, 8y,
wv = —Dku+ —u+ — . (17)
CH2() CH30+

This system possesses a non-trivial solution, if

—w — DWkQ o 787Tw 7127‘(’W
| DR ey e | =0, (18)
7 CHy0 CHyo+
which, in the limit w — 0, gives
407
—k* = = 19
(QDW — 3D0) Cp12()7 ( )
or,
407y,
k = +i . 20
1\/(2DW —3D,) cmo (20)

Now, let us equate the imaginary part (or absolute value) of k with the expression i%’r,
where L is a characteristic dimension (thickness) of the membrane. This step has a
physical meaning of taking only the first normal mode into account. Such an assumption
is reasonable (at least as a first approach) since higher order modes are usually of less
significance. Further, let us use an approximation

21
LF’
where i = jy, o+ F' is current density; (21) can be justified with the assumption of elec-
troneutrality. Thus, we obtain the formula

2Dy, — 3D,
Ly ——
20]]_]304—

Tw = div g0 & (21)

cryom F. (22)

In Fig. 1 are depicted the values of L for a Nafion membrane at the temperature
T = 80°C and current density i = 500 mA /cm? calculated using eq. (22) for different
values of membrane water content A, which is the average number of water molecules per
SOz group of the Nafion membrane. The values for a highly hydrated membrane around
200 pm correspond with usual thickness of common fuel cell membranes.

2.3 Degree of coupling

The condition for conversion of energy of one process into energy of another process is a
non-zero coupling between these two processes [9]. Coupling is quantitatively described

by the degree of coupling. The degree of coupling between diffusion and migration is

defined as
Lew

S A — 23
= Lol (23)
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Figure 1: Characteristic dimension (thickness) L of the membrane as a function of the
membrane water content A at the temperature of 80 °C and current density of 500
mA /cm?. The values of transport coefficients were taken from [4].

The degree of coupling as a function of the membrane water content A is depicted in
Fig. 2. As an application, we shall derive an expression for efficiency of membrane, i. e.,
efficiency of conversion of chemical energy into electrical energy.

It is well-known that the maximum amount of energy that can be converted into
electrical energy during an electrochemical reaction is the Gibbs energy of that reaction.
In case of the electrochemical reaction that occurs in fuel cells,

1
H2 + 502 — HQO, (24)

the molar Gibbs energy is equal to the chemical potential of the water produced dur-
ing the reaction, since chemical potential of a pure element is by definition equal to
zero. Thus, the maximum electrical power per unit area that can be produced from the
electrochemical reaction is

Pin = —J 1,0 * V0. (25)
The actual output power from the fuel cell per unit area is
Pout = T v¢ - ZH3O+FjH3O+ ’ vd)u (26)

¢ being the current density, F' the Faraday constant, and zx the charge number of a
molecule of species X, which is equal to 1 for H3O" (and also for HT). Thus, the
efficiency of energy conversion can be written down as

_jH3o+ ' FV¢

n=—- .
JH,0 " V pm,0

(27)
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Figure 2: The degree of coupling ¢ as a function of the membrane water content A\ at
80 °C. The values of transport coefficients were taken from [4].

From the transport equations (4), (5), we have

. . FVo¢
) Low = Leeinys  Lew+ Loy Lewt) + Loct? (28)
- VH - wa - ’
— L F;fbo — Ly Ty + Lye Lyw + Luey

%. Let us look for the maximum efficiency for any ratio
2

of driving forces. By differentiating (28), we obtain

where we have denoted y =

 (Lewy+ Leey®\ _ (Lew + 2Leet)) (Luw + Luey) = (Lewy + Leey®) e _
g wa + Lwey (LWW + Lwey)Q
LeeLwey2 + 2waLeey + LWWLEW

- (LWW + Lwey)2 ' (29)

The nominator in the last expression possesses two real roots, namely

LWW(H: 1 2)
L )

ew

Clearly, the more negative one corresponds to a minimum, and the less negative one to a
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Figure 3: The maximum efficiency nmax as a function of the membrane water content A
at 80 °C. The values of transport coefficients were taken from [4].

maximum. We are interested in the maximum efficiency:

nmax -

Lewy + Leey’

Lo & T e -7

_LWW(l - ﬂ) + Lee%(l - M)Z
Lyw — Ly (1 — \/11 - q¢?) N

2
A2 [ =vize
:1 1 q ( q ) :1_ /1_q2 1_1_ 1_q2 _
VT N U

1-/1-7 <\/1—q2—(1—q2)> _ (1—@)2
V1-¢ 7 q

We conclude that the maximum efficiency is an increasing function of the absolute value
of the degree of coupling. When there is no coupling, the efficiency is zero. In the case
of complete coupling, on the other hand, the maximum efficiency tends to 1.

The maximum efficiency as a function of the membrane water content is depicted in
Fig. 3. The graph is in accordance with the well-known fact that the membrane has to
be well-hydrated in order to obtain reasonable performance (see, e. g., [2], [7], [17], [18]).
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2.4 Conclusion

A simple one-dimensional, diffusion-type model of a PEM fuel cell has been presented.
Unlike most similar models, this one has attempted to describe both transport processes
in the membrane and electrochemical reactions at the electrodes with a single set of equa-
tions. An expression for characteristic dimension of the membrane in terms of transport
properties has been derived by using linearization and normal mode analysis. The result
corresponds with thickness of real fuel cell membranes. Coupling between different trans-
port processes in the Nafion membrane has been analyzed. As the result, an expression
for the membrane efficiency has been obtained. The dependence of the efficiency on the
membrane water content is in qualitative agreement with empirical findings.
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Abstract. The aim of the paper is to present a novel, general approach to preference modelling in
the framework of the relational data model. The preferences are defined between sets of relational
instances, which, together with the generalized relational algebra, presents a generalization of
the approach aiming at incorporating partial order into attribute domains and relational algebra.

The main goals are: an intuitive definition of user preferences or a partial order representing
a piece of order related information; an effective representation of a partial order and its efficient
processing throughout the query execution plan; and a suitable data structure design to support
the proposed model.

Abstrakt. Cilem ptispévku je prezentovat novy, obecny pfistup k modelovani preferenci nad
rela¢nim datovym modelem. Preference jsou definovany na mnoziné instanci relaci, coz je spolu
s rozsifenou rela¢ni algebrou zobecnénim piistupu spoéivajictho v za¢lenéni uspoiddani do domén
atributi a relacni algebry.

Hlavnim cilem je: intuitivni definice preferenci uZivatele a informace reprezentovatelné us-
poradanim; efektivni reprezentace usporadéani a operaci rozsifené relaéni algebry a navrh vhodné
datové struktury pro navrhovany model.

1 Related Work

Lacroix and Lavency [8] originated the study of preference queries. They proposed an
extension of the relational calculus in which preferences for tuples satisfying given logical
conditions can be expressed. For instance, one could say: pick up the tuples of the
relation R satisfying the condition @ A P1 A P2; if the result is empty, pick the tuples
satisfying the condition @ A P1 A =P2; if the result is empty, pick the tuples satisfying
the condition Q A =P1 A P2.

The composition or iteration of preferences, however, is not considered. Neither is ad-
dressed the issue of algebraic optimization of preference queries.

Kiefsling et al. [6] and Chomicki et al. [4] proposed independently a similar frame-
work based on a formal language for formulating preference relations. The embedding
(called Best Match Only BMO and WinNow WN, respectively) into relational query
languages they use is identical. Many possible rewritings for preference queries are pre-
sented. Kiefling et al. |6, 7| introduced a number of base preference constructors and

*This work was supported by the project 1IET100300419 of the Program Information Society (of the
Thematic Program II of the National Research Program of the Czech Republic) “Intelligent Models,
Algorithms, Methods and Tools for the Semantic Web Realization" and by the Institutional Research
Plan AV0Z10300504 “Computer Science for the Information Society: Models, Algorithms, Applications".
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their combinators (Pareto and lexicographic composition, intersection, disjoint union, and
others). Whereas the possibility of having arbitrary constraints in preference formulas is
not considered, the framework of Chomicki et al. [4] emphasizes the view of preferences as
strict partial orders and defines preferences more generally as arbitrary logical formulas.
Intrinsic and extrinsic classes of preference formulas are studied.

Borzsonyi et al. [3] introduced the skyline operator and described several evaluation

methods for this operator. Skyline is a special case of WN and BMO.
A declarative query interface for Web repositories that supports complex expressive Web
queries is defined in [13|. The Web repository is modelled in terms of “Web relations". A
description of an algebra for expressing complex Web queries is given, and an overview
of the cost-based optimizer and execution engine is presented.

In [11], actual values of an arbitrary attribute are allowed to be partially ordered
to represent a user preference. Accordingly, relational algebra operations, aggregation
functions and arithmetic are redefined. Nevertheless, the redefinition of the relational
operations causes loss of some of their common properties. For instance, the equality
AN B =A—- (A - B) does not hold. To rectify this weak point, more general approach
is needed.

Argawal and Wimmers [1] use quantitative preferences (scoring functions) in queries
and focus on the issues arising in combining such preferences. Hristidis et al. |5] ex-
plore in this context the problems of efficient query processing using materialized views.
As pointed out repeatedly in their paper, the approach based on scoring functions is
inherently less expressive than the one based on preference relations. In particular, sky-
line queries cannot be captured using scoring functions. In addition, it is not clear how
to compose scoring functions to achieve an effect similar to various preference relation
composition operations.

A different aim is pursued in [12|, where the relational data model is extended to
incorporate partial orderings into data domains. Within the extended model, the partially
ordered relational algebra (the PORA) is defined by allowing the ordering predicate to be
used in formulae of the selection operation. The expressiveness of the PORA is formally
shown and the development of Ordered SQL (OSQL) as a query language for ordered
databases is justified.

A comprehensive work on partial order in databases is [15]. It presents the partially
ordered sets as the basic construct for modelling data. Collection of algebraic operations
for manipulating ordered sets is investigated, and their implementation based on the use
of realizers as a data structure is presented. An algorithm for generating realizers for
arbitrary partial orders is provided.

In the context of financial and statistical applications, systems such as SEQUIN [16],
SRQL [14], and more recently Aquery [10, 9] have proposed SQL extensions to incorporate
ordering. They aim at exploiting linear order inherent in many kind of data, i.e., time
series., in query processing.
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2 Introduction

2.1 The Relational Data Model

The term relational data model has come to refer to a broad class of database models
that have relations as the data structure and that incorporate query capabilities, update
capabilities, and integrity constraints. Intuitively, the data is represented in tables in
which each row contains data about a specific object or a set of objects, and rows with
uniform structure and intended meaning are grouped into tables. Updates consist of
transformations of tables by insertion, deletion, or modification of rows. Queries allow
the extraction of information from tables. A fundamental feature of virtually all relational
query languages is that the result of a query is also a table.

Each table, representing a relation, has a name. Furthermore, the corresponding
table columns are called attributes and also have names. Each line in a table represents
a tuple. The entries of tuples are taken from sets domains of corresponding attributes,
e.g., Dom(A) is the domain of attribute A. Finally, we distinguish between the database
scheme, which specifies the structure of the database; and the database instance, which
specifies its actual content.

More formally, a database schema is a nonempty finite set of relation schemas. A
relation schema, denoted R[U], is a pair of relation name R and a set U of attributes.
Tuples can be viewed as functions (under the so-called named perspective of relational
model). More precisely, a tuple ¢ over a relation schema R[U] is a mapping from U to
the union of domains of attributes of U such that VA € U(t(A) € Dom(A)). Finally,
a relational instance over a relational schema R[U] is (under the so-called conventional
perspective) a finite set R* of tuples over R[U].

2.2 Notation

R,S,T relation names

R*, 5*, T relation instances

R[U] relation schema with set U of attributes

r, s, tuples

(R,CRr) partial order on the set of instances of relation R
P preference

P(R*) preference P over subsets of R*

2.3 The Main Goals

Let us start with the following illustrative and motivating example.

Example 1. Consider a query whose output should be a group of people working for a
university “Uni-S". A requirement is no superior — subordinate relationship between any
two members of the group. Furthermore, the preference for superior employees in the
superior subordinate hierarchy should be taken into account.

e The superior — subordinate hierarchy, depicted in Fig.1, presents a piece of infor-
mation we have about the domain. It is representable by means of a partial order
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over the positions at the university.

Rector

S T

Dean A Dean B Dean C

/N 7\ N

HoD Aa HoD Ab HoD Ba HoD Bb HoD Ca HoD Cb HoD Cc

Explanation:
Dean A, Dean B, Dean C dean of A, dean of B, dean of C
HoD Aa, HoD Ab, ..., HoD Cc — head of department Aa, Ab, ..., Cc

Figure 1: superior subordinate hierarchy of a university

e The requirement for no superior subordinate relationship between any two mem-
bers of the group can be represented' as a preference P; on the powerset of em-
ployees of the university in question.

e The preference for superior employees in the superior — subordinate hierarchy can
be expressed by means of another preference P.

What is the relationship between the above preferences P; and P,? Observe that
their importance is unequal from the viewpoint of our query. The requirement for no
superior  subordinate relationship presents the higher priority preference. Thus the
overall preference will be expressed by means of a preference combinator & reflecting this
relationship?: 0

P=P &P,

In general, a user preference can become quite complex. Also, the order representing
a piece of information might be much more complicated then the one considered in the
above example. To sum up, the following problems arise:

e How can be defined a partial order representing a piece of order related information
or user preferences intuitively?

e How can be represented and processed throughout the query execution plan a partial
order information effectively?

e What data structure is suitable to support the proposed model?

3 The Proposed Solution

The mathematical theory deals with partial orders over infinite sets, but we restrict ourself
to partial orders over finite sets in the same way that the relational data model restricts
itself to finite relations (in particular, this means that the maxima and minima are always

'For more detailed discussion on constructing preferences refer to Subsection 3.2.
2For more detailed discussion on combining preferences refer to Subsection 3.2.



Model of Preferences over the Relational Data Model 113

well-defined). Furthermore, we respect a closed world assumption with respect to order
representing a user preference, which means that elements of the world not belonging to
the base set of the partial order are assumed to be minimal.

3.1 Preference Modelling

Broadly speaking, a preference of a state can be understood as its proximity to the optimal
state. A state can be described by its model. Similarly, a derived state can be described
by the model of the state it is derived from and by a set of deriving logical formulas. As
the model is a subset of a Herband base, it can be viewed as a theory. If this theory
in conjunction with a set of deriving formulas has a minimal model that describes the
derived state in question, then the proximity of a state derived from a suboptimal one to
a state derived from the optimal one by the same set of formulas equates to the proximity
of the suboptimal state to the optimal one. The higher proximity can be assigned to a
state, the higher preference of the state can be concluded.

Note that, generally, a state might be a derivative from n other states with various
preferences. Then the derived state is assigned n—tuple of proximities of the correspond-
ing states.?

According to the above concept, a relation corresponds to a state, a relational instance
to its model, and a query expression to a deriving logical formula. For example, a selection
condition can be used to derive a state that we are interested in.

3.2 Preference Engineering

The goal is to provide intuitive and convenient ways to inductively construct a partial
order P = (R, Cp) representing a desired preference. We distinguish between base and
compound preferences. The inductive construction is based on the notion of preference
term.

Definition 2 (Preference term). Given preference terms P; and P,, P is a preference term
iff P is one of the following:

Base preference.

C . ..
Subset preference: P := P;= ., i.e. a restriction of Py.

Dual preference: P := Pl8 ., i.e., defined by a dual partial order.

Complex preference gained by applying one of the following preference combinators:

— Pareto accumulation: P:= P, Q P, .

— Prioritized accumulation: P := P&Ps .

3Thus in case of a lattice ordering of proximities, the preference of a state can be determined by the
least upper bound of all the proximities that can be assigned to the state.
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Base Preferences. The set of Base preference constructors is extensible, if required by
the application domain. Commonly useful constructors include the following:

e POS(SET) specifies that a given SET of values should be preferred.
e NEG(SET) specifies that a given SET of values should be avoided.

e POS\ POS(SET, SET,) specifies two sets of values that should by preferred. At
the same time, values of the first set SET] should be preferred also to values of the
second set SET,.

e POS\ NEG(SET;, SET,) specifies two sets of values. The values from the first
set SET; should be preferred, and the values from the second set SET5; should be
avoided.

e EXPLICIT is represented explicitly, e.g., by means of a realizer.

e PF, preference formula, is a first order formula defining a preference relation in the
standard sense, namely

S* Jpp T* = PF(S*,T*) .

Complex Preferences. It is possible to construct more complex preferences by means
of preference combinators. They can combine preferences coming from one or several
parties.

Definition 3 (Pareto preference: P @ P,). Both preferences P, and P, are considered to
be equally important:

R EP1®P2 S*=R" |;P1 S*NR* EPQ S* .

Definition 4 (Prioritized preference: P& P,). P; is considered more important than P,
which is respected only when P; does not mind:

R* |;pl&p2 S*=R" Epl S*V (R* =S*ANR" EPQ S*) .

Example 5. Recall the Example 1. We defined the preference P by means of prioritized
preference combinator:

P=P &P,

where P, and P, were the base preferences. They can be defined as:

o a NEG-preference P, := NEG(NEG-set)

e and a PF preference P, := PF(S*,T), respectively,
where the NEG-set is defined by means of a logical formula:

NEG-set = {R* C R*|3ry,ro € R”(ri Cr 1)} ,
and preference formula PF is defined by means of preference logical formula:
PF(S*,T*)=VteT*(te S*V3Ise€ S*(tCgrs)) .

Note that both logical formulas contain a predicate symbol Cg interpreted by means of
partial order representing a piece of knowledge we have about the knowledge domain. [J
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3.3 Partial Order Model

The base set elements of a partial order can be arbitrary objects. In the proposed model,
the objects are sets, namely the relational instances. The aim is to model order on a
set of relational instances, which is a nontrivial generalization of the approach aiming
at incorporating partial ordering into attribute domains and the corresponding extended
relational algebra.

Partial Order Algebra. The partial orders are to be manipulated as objects in an algebra
that should be closed. That is, the result of applying any operation to any partial order
should be a new partial order. At least, the partial order algebra should include:

e Predicates determining satisfaction of a given property, among others: (binary)
containment and equality.

e Operators, among others: selection, duplicate elimination, maxima and minima,
extracting the maximal and minimal elements respectively, up-tail and down-tail,
extracting the suborder that result by removing the minima and maxima respec-
tively.

e Operations, among others (unary) projection and (binary) cartesian product, in-
tersection, union, difference.

Partial Order Implementation. The implementation of the partial order model includes
both a data structure to hold the partial orders, and algorithms for the algebra operations.
A partial order can be represented by means of realizer, which is shown to simplify the
algorithms.

Definition 6 (Realizer). Realizer is a set of linear extensions of the partial order such that
for any incomparable elements a || b there exist a linear extension <; in which a <; b and
a linear extension <; in which b <; a.

Example 7 (Realizer). Figure 2 shows a partial order and its realizer, consisting of two
linear extensions. U

/
a
/\ d’ of
b ¢ eobl
AVA L
d e f f
2.1: Partial order 2.2: Realizer

Figure 2: Partial order and its realizer

Remark 8. A partial order realizer is a collection of sequences, each of which contains all
the elements of the partial order base set. For this reason, an array is a suitable data
structure to hold the realizer.
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3.4 Preference Model Implementation

The aim of this subsection is to present the data structure to effectively implement the
proposed partial order model. As the semantics of partial order defining preferences is
vertically oriented, a data structure with a column oriented semantics in which variables
are bound to arrays, not tuples, should be employed.

A promising solution is arrable, for array-table, which is an ordered data structure.
Informally, it is a collection of named arrays whose values may be arrays themselves.
Essentially, arrable is a table organized by columns.

Definition 9 (Arrable). Let 7 be a set of types corresponding to a basic type or to a
one-dimensional array of basic type elements. Let A be a finite array of elements of a
type from 7. The cardinality of A is the number of elements in A’s first dimension.
Alk] is the k—th element, and k is said to be an index or position in A. An arrable is a
collection of named arrays Aj, ..., A,, each being of a type from .7, that have the same
cardinality.

Each relational algebra operator takes array-typed expressions as arguments and an
according execution model should be provided.

The most common execution model is called iterator-based. It is however cache inef-
ficient due to loading unnecessary columns’ data to perform an operation. For instance,
even if the projection involves only one attribute, it brings the entire tuple to occupy
cache space.

A contrasting execution model is the column-oriented one found in [2]. The essence
of the model consists in that instead of handling a row at a time, data is vertically
partitioned in columns that are manipulated as units. For instance, selection looks at
the columns involved in the selection condition and returns the IDs of rows satisfying
the condition. It is not necessary to materialize result of each operation. Instead, the
reference to the resulting data can be passed on to the next operation.

4 Conclusion

4.1 Summary and Results

A generalized model of preferences for the relational data model has been proposed. It
should present a basis for semantically rich, easy to handle and flexible preference model
aiming at deep personalization of database queries.

e The biggest difference, as compared with other mentioned approaches, consists in
expressing preferences by means of a partial order on a set of relational instances,
while the other known approaches express preferences by means of a partial order
on a set of relation tuples or on attribute domains. As a relation tuple is a special
case of a corresponding relation instance, the presented approach is strictly more
general.

e Another key difference is a use of realizers to encode preferences. Realizers present
a means to process preference-related information throughout the whole query ex-
ecution plan. Therefore no preference-related information is lost as compared to
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the known approaches aiming at only the best preference-matching results. Thus a
bigger expressivity is reached.

e Realizers are employed also to effectively hold all kinds of information expressible
by partial order, and corresponding algebra is proposed to manipulate them. This is
the prerequisite for allowing a selection condition to contain predicates interpreted
by partial orders. It has been shown [12| that this increases the expressivity of the
resulting partial order relational algebra.

e Also, a data structure, called arrable and first introduced in [2|, is proposed to
implement the proposed preference model. It is a column oriented data structure,
suitable for data representing information with “column-oriented semantics", the
semantics considered in the proposed preference model. Moreover, queries over
arrables are executed by breaking them down into a sequence of array primitives,
which are often small enough to fit into the main memory. It has a considerable
implications concerning efficient query processing.

4.2 Future Work

It can be shown that, in the framework of modelling preferences by means of partial
order on relation instances, the partially ordered relational algebra operations can be
well-defined in the sense that all the known identities hold. Specifically, associativity and
commutativity of the union, product, selection, and projection operators are retained.
Moreover, the following equivalences hold:

Op1Vips (R) = Oy (R) U O (R) )
Op1np2 (R) = Oy (R) N Oy (R) )
0x(R) = R—0,(R) .
Using the proposed approach, other relational operators (intersection, join, and divi-
sion), also, retain the usual properties of their classical relational counterparts:
RNS = R—-(R-S),
R+S = 74 p(R) =7 p((map(R)xS)-R)
RS = maup(0,(RxS)) .

These results are promising towards the query optimization issues, which present
many open problems. In particular,

e evaluation and optimization of preference queries, including cost-base optimization,
need to be addressed.

e Besides, there is an open problem of exploiting the combination of the iterator-based
and the column-oriented execution model. The crux probably consists in stepwise
realizer construction, modelling stepwise adding pieces of preference-related infor-
mation, and the related impact against the partially ordered relational algebra
operations.
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Abstract. Two dimensional objects can be represented as 2D binary images. The paper is ori-
ented to affine invariant recognition of them via 2D Fourier spectrum. The amplitude spectrum
of binary image is translation invariant. The moments of second order were used to obtain
affine invariant spectrum. The square of 2D spectrum was analyzed on circular paths with ra-
dius omega. Harmonic analysis of samples on the path enabled to study even harmonics. The
2. It is easy
to prove that the system of coefficients is affine invariant and able to recognize large objects.
All the calculations were performed in the Matlab environment. 2D binary objects were stud-
ied both theoretically (square, triangle, circle, hexagon) and experimentally. Proposed method
was tested on various object classes with various affine transforms. The effect of discretization
was also studied. The object recognition can be based on coefficient similarity and PCA tech-
nique eliminates redundant dimensionality. The methodology is useful for object recognition in
biomedicine and industry.

absolute values of Fourier coefficients were studied for n < 21 and e 2 < w < e

Abstrakt. Dvoudimenzionélni objekty mohou byt reprezentovany jako 2D bin&rni obrazy. Prace
je orientovana na jejich rozpoznavani invariantni vici afinni transformaci a vyuziva 2D Fourierovu
transformaci. Amplitudové spektrum je invariantni viéi posunuti. Pro dosazeni afinné invari-
antniho spektra byly pouzity momenty druhého f&4du. Druh& mocnina tohoto spektra byla
analyzovina na kruZznicich s polomérem omega. Harmonick4 analyza signdlu na kruznicich
umoznuje studovat sudé harmonické kmity. Byly studovany absolutni hodnoty fourierovych ko-
eficientii. Systém koeficientii je afinné invariantni a umoziuje rozpoznavani vétsich objekti. 2D
objekty byly studovany teoreticky i experimentalné. Navrzena metoda byla testovana na riznych
tfidach objekti s riznymi afinnimi transformacemi. Soucasné byl zkoumén vliv diskretizace.
Rozpoznavani miize byt zaloZeno na podobnosti koeficientti a PCA pomaha pii eliminaci nad-
byteéné dimenze. Metodika je uzite¢nd pro rozpoznavani objekti v biomediciné a priimyslu.

1 Introduction

Let N x N be 2D binary image. It can be represented as mapping f : [0, N)* — {0, 1}.
Then continuous 2D Fourier transform is defined as

N N ' '
F(wy,ws) = / / [y, @g)e™ F1T82%2 gy dy, (1)
0o Jo

where wy,ws € R, 2 = —1. Now, we define normalized 2D power spectrum as
F (w1, ws) 2
d =|—= 2
(WlaWQ) ' F(0,0) ( )
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for non-empty image. The function ® is invariant to any translation of 2D image. It
can be easily proven from the basic properties of Fourier transform. The main question,
which is subject of this paper, is about realization of new affine invariant recognition
system for 2D binary images. The system will be developed for continuous case first.
The approximation for discrete images will be also defined and studied to be useful in
real image recognition.

2 Affine invariant system

Let p,q € Ny be orders. Then image moments are defined as

N N
Mp,q = / / 2y w3 f (21, 12) dvy ds. (3)
o Jo

It is also useful to define three central moments of 2"¢ order by formulas

2
H20 = @—(M) ) (4)

mo,0 mo,0

mina mi o Mo,1

P = - ; (5)
mo,0 mo,0 ™To,0

2
fos = @_(@> . (6)

mo,0 mo,0

They are defined only for non-empty image when mgy > 0 and the matrix

G — :u270 :uLl (7)
Hi1  Ho2
is positive definite with eigenvalues A\; > Ay > 0 and eigenvectors €, 5.
Now, the second order approximation of 2D power spectrum is

<I>(w1, u.)g) ~1-— ,u270w% — 2,&171(,01(,02 — /L(],Qw%. (8)

The spectrum is radial symmetric just when pso = o2 and p;; = 0. To guarantee the
radial symmetry of new spectrum, we use eigenvalue decomposition (EVD) of matrix G
and calculate transformation matrix

A=QLz, (9)
where

Q = (eles), (10)

= <81 (;2). (11)

It is easy to construct radial symmetric 2D spectrum

U(wy,wse) = P(ay jwi + aq0wa, ag 1wy + az2ws) (12)
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from the power spectrum and matrix A.
The second order approximation is then

U(wi,ws) = 1 —wi —ws. (13)

The 2D spectrum W is both translation and scaling invariant. It is also well prepared for
the construction of affine invariant system. We can substitute

Wi = wcosy, (14)
wy = wsing (15)
for w > 0 and ¢ € [0,2x]. The function ¥(w cos ¢, wsin ¢) is periodic in ¢ for any fixed w.

Thus, the function can be expressed as Fourier series for given w. The squared absolute
values of Fourier coefficients are

1 27 ] 2
Ch(w) = —/ U (w cos p,wsinp)e™ dp (16)
2m J,
for n € Ng, w > 0. The functions C,(w) are affine invariant with respect to changes in
1
2D image f. The property a = <§—f) * € (0,1] can be called inverse excentricity. It also

enables to recognize 2D binary objects, but the system consisting of inverse excentricity
a and functions C,,(w) is not affine invariant.

3 Discrete case

The 2D discrete binary image can be represented as mapping f : {0,...,N — 1}? —
{0,1}. The relationship between function f and its discrete form f* is defined here as
f(z1,20) & f1(ky, ko) for ky < xqy <ky+1and ky <y < kg + 1. So, fT is an piecewise
constant approximation of 2D image function f. The adequate discrete spectrum is
defined as

N—1 N-1
F+(w1,w2)=E E F (K, kg)eerkrmiwzke (17)
k1=0 ko=0
and the adequate discrete moments are
N—1 N-1
+ E : E : PL.q £+
mp,q - klef (klakQ)v (18)
k1=0 ko=0
+ + \ 2
+ Moy myo 19
oo = 5% =\ % ) (19)
Mo,0 My
+ + ot
+  _ Myy MpoMmyy 20
Hii = + T F T (20)
Moo Moo Moo
+ 4\ 2
+  _ My Mo 1 921
iy - D2 (T o)
Mo 0 M0
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There is also direct relationship between spectrum F(wi,ws) and its discrete analogy
F*(wy,ws). We obtained

i WL

Sll’l2
w1
2

i w2
sin %
w2
2

|F(wr,ws)| = }F+(w1,w2)} (22)

This approximation enables to make another Taylor expansion of 2"¢ order

1 1
O(wy,wp) = 1 — <u§r’0 + E) wi — 2p] jwiws — <,u6r72 + E) w;. (23)

When the discrete image is non-empty, then m(’;o > 0 and the matrix

1

+ +
Gt = ( Poo+ 15 M1 ) (24)
=\ 7 £ 1
H11 Moo+ 13
is also positive definite with eigenvalues A\] > A\J > 0, eigenvectors €/, €5 and inverse

excentricity at. In analogy with non-discrete case we obtained

AT0
+ _ 1

s (0 ) .
AT = Q+ (L+>_§ ’ (27)
" (w1, wn) (Sm . Smw_;)Z ol (28)

Wy, wW2) = w1 w3 )

9 9 F+(O> 0)
U (wi,wy) = 7 (af w1 + af yws, a3 w1 + a3 ,ws). (29)
Finally, we obtained discrete approximations

1 2 ) 2

Clw) = %/ Ut (wcos p, wsin p)e™? dp (30)
0

for n € No, w > 0. It is clear, that C,(w) ~ C;f(w) but C;(w) are not affine invariant
functions. They are only good approximations of exact affine invariant functions C,(w).

4 Implementation details
There are some constrains, which are useful for good approximation power of C;(w).
The discrete 2D image must be large. It means, that N > 64 and there is a pixel pair

with a distance d > 50. The functions Cy(w), Ci (w) € [0, 1], Co(0) = CF(0) = 1 and
lim Cy(w) = lim CJ (w) = 0. The odd harmonic frequences are missing. The

w € RS— = 02k+1(u)) = 02k+1(w) =0. (31)
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So, it is to nothing to evaluate them. The other even functions Co(w), C5 (w) for k € N

satisfy Cor(0) = C5,.(0) = lim Co(w) = lim Cy, (w) = 0. So, the invariant functions
w—00 Ww—00

Cor(w) and their approximations Cy, (w) are useful for object recognition in the range

w € [6_%,62]. The relative differences for lower and higher frequency w are small. The

functions can be sampled with frequency ratio ¢ = ¢*%! to obtain affine invariant vector
description

@k - (O2k(wmin)a O2k(wmin Q)7 ey C2k (Wmazr)) (32)

or its discrete approximation

@Z = (C;?g(wmzn)a C;?g(wmzn Q)> R C;?g(wmax))' (33)

The numerical calculations of Co;(w), C3 (w) can be performed using trapezoidal rule.
The Simpson rule has not any advance because of smoothness and periodicity of integrand.
The functions
U (wcos g, wsinp), U (wcosp,wsing) were evaluated with Ay = . The values of
D (wy,ws), DT (wy,wq) can be obtained directly from F(wy,ws), F1(wy,wsy). Alternative
way of ®F(wy,ws) calculation consists of 2D FFT for N = 2™ and 2D cubic spline inter-

polation.

5 Testing example: Circle

In the case of circle with radius R > 0 we obtained

4J2(wR)
@(w1’w2) = { w?R? w > O’ (34)
1, w =0,

1
2

where w = (w? +w3)? and J; is Bessel function of 1% kind. After affine transform we

have
J12(2w)

v _ ] Tz w>0, 35
(wl’wQ) {1, w =0. (35)

Thus, ¥(w;,ws) = 1 —w?+ O(w?). Because of radial symmetry of ¥(w;,ws) we obtained

J4(2w)
Colw)={ “wr > @>0 (36)
1, w =0,
Ch(w)=0 forneN, (37)
The approximation error
e = max |C, (w) — Cp(w)| (38)

was studied for various radii R > 0 and non-integer shifts of circle center. When R > 25
then
£ < 0.0002 for w € [e72, 2], n < 30.
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6 Experimental part

Several interesting objects were studied in the experimental part. These objects resemble
each other, because of they are squares with one hole. This hole is of various shapes:
rectangle, circle, diamond, triangle, hexagon, tooth and half-circle. The center of this
hole is at one of three positions. Let 2a be size of one side of square, s = (0,0) be center
of this square. Then the center of hole is one of following: s; = (0,0), s = a(i,O),
s3 = a(3, 5). Largest size of side of object inside is a.

Basic objects are in the Fig. 1. In the first line there are objects with the center sy,
in the second line with the center s and in the last line with the center s3. Then classes

are formed from affine transformed basic objects. In each class there are 20 objects.
[=] [ L1 O 0 G
A D G J M p S
= CDEE O
B E H K N Q T
LECRCRERUNCRE
C F | L O R U

Figure 1: Class representatives

The influence of the hole shape on harmonic frequences is illustrated in the Fig. 2.
There are examples of harmonics for selected objects. The legend in figures join together
the colors with harmonics. The number coresponds with order of harmonic frequence.
All harmonic frequences (except Cp(w)) were zoomed with factor 10000. Then, only
harmonics with the maximal value greather than 0.015 are depicted. Others don’t af-
fect the pattern recognition. The influence of the center position of hole in square on
harmonics is depicted in the Fig. 3. PCA of sampled harmonics is in the Fig. 4.

7 Conclusion

The normalized 2D power spectrum ®(wy, wy) was built first on the base of Fourier spec-
trum. The approximation of this spectrum with moments was transformed to the radial
symmetric spectrum W(wy, ws). This spectrum is translation and scaling invariant. Using
polar coordinates, we have W(w cosp,wsin ). The squared absolute values of Fourier
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Figure 2: Harmonics for selected object classes
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Figure 3: The influence of the center position of hole in square on harmonics

Figure 4: PCA of sampled harmonics
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coefficients are C),(w) for n € Ny, w > 0. The functions C,(w) are affine invariant with
respect to changes in 2D image f. The property a € (0, 1] can be called inverse excentric-
ity. In discrete case we get only approximations of these functions. The approximation
error is small, which was tested in the example with the circle. Several interesting ob-
jects were studied in the experimental part. These are classes of squares with various
cut out objects. Frequency dependence of Fourier coeficients C,(w) was studied and
the adequate spectra were depicted. The effect of hole position on the harmonics was
also studied. Finally, the PCA of sampled harmonics was able to separate these classes.
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Abstrakt. Tento ¢lanek popisuje numerické schéma pro tlohu zvanou Willmortiv tok. Schéma
je zalozeno na metodé kone¢nych diferenci a metodé p¥imek. Uvadime vysledky numerickych
experimentt, kdy je toto schéma pouzité na isotropni a anisotropni Willmora tok pro grafy a
také pro vrstevnicovou formulaci Willmorova toku.

Abstract. In this paper we present a numerical scheme for the Willmore flow. The scheme is
based on the finite difference method and the method of lines. We present results of numerical
experiments when the scheme is applied on isotropic and anisotropic Willmore flow of graphs
and on the level-set formulation of the Willmore flow.

1 Introduction

We consider evolution of curve resp. surface I'(t) embedded in R? resp. R3. We investi-
gate the following law
V =2ArH + H> —4HK on T (t), (1)

where V' is the normal velocity, Ar is the Laplace-Beltrami operator, H = k1 + ko is the
mean curvature, K = ki - ko is the Gauss curvature and x; and ko denote the principal
curvatures of the surface.

As follows from [1, 2, 3| the law (1) represents the Lo-gradient flow for the functional
W defined as

W(f) = /F H2dS, 2)

The problem of the minimization of the functional (2) comes from the physics of elasticity
[4]. In [3]| the authors study evolution of elastic curves in R"™. Application for the surface
reconstruction of scratched objects is discused in [5]. We present numerical schemes for
graph formulation for both isotropic and anisotropic Willmore flow of surfaces in R? as
well as for the level-set formulation of the Willmore flow of curves in R2.

2 Problem formulation

2.1 Isotropic Willmore flow of graphs

We assume that I' (¢) is a graph of a function u of two variables:

L (t) = {[z,u(t,z)] |z € Q C R},

129
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where 2 = (0, L1) x (0, Ly) is on open rectangle, OS2 its boundary and v its outer normal.
A graph formulation for the Willmore flow (1) is a system of two partial differential

equations of the second order for v and w

2

ou

2 w .
5% = —QV - é(l[—lP)Vw—@Vu in Qx (0,7,
Vu
w = QV-——r,
Q
u(-,0) = Ui,
with the Dirichlet boundary conditions
u ‘BQ: g, w |QQ: 07
or the Neumann boundary conditions
Ju ow
— loo=0, — |oa=0
aV |89 ) 31/ |89 )
where v < <
U u u
Q=1\/1+|Vuf’, n=—, H=V-n, P=—@—
Ve Q 0“0

and I is the unit matrix.

2.2 Anisotropic Willmore flow of graphs

We assume having convex and positive 1-homogeneous function
v R™IN\{0} = Ry v =7(p1, puy—1)
so called surface energy density. Denoting

Vp’y = (ryplu"' 77pn)7

we define anisotropic mean curvature induced by function (3) as
H,=V-(Vyy(Vu,-1))

and anisotropic Willmore functional as

W(f) = /F H2dS.

(4)

The graph formulation of the anisotropic Willmore flow for (4) takes the following form

ou w?
== Qv [2]EVw _ @vu} ,
w = QH'y>

u(70)

Uing,
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with the Dirichlet boundary conditions
u ‘892 g, w |QQ: 07

or the Neumann boundary conditions

ou ow
E lan=0, EM lan= 0.

where

Ei = [(V, ® Vp) v (Vu, _1)]ij =7 (Vu,-1)

pip; °

For the isotropic case we have
Vu 1 Vu Vu
7Vu,—1:\/1+vu2, H =V —, ]E:_(]I__(g)_)

2.3 The level-set formulation for the Willmore flow

We assume having a curve in R? with its interior in bounded domain  described as
L(t)={xeQ|u(t,x) =0},

where u(t, z) is smooth function defined on €2. The level-set formulation for the Willmore
flow (1) takes the following form

ou w?
i —QV - {ZEVw — @VU] ,
w = QHW
U(', 0) = Uini,

with the Dirichlet boundary conditions
ulpg=g=c, wlpa=0,
where c is constant and
Q=1\/e+|Vu]’>, E;=[V,®V,)(Vy, =Dl =7Vu,=1),,. -
The initial condition wu;,; reads
Uini(z) = ¢+ sign (dr,) <1.0 — ef‘dro/c|) ,

where dp, is the distance function for the initial curve I'y.
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3 Numerical scheme

For the space discretisation we apply the finite difference method. Let hq, ho be space

steps such that h; = J%f_i and hy = J%f_z for some Ni, N, € NT. We define a uniform grid as

wp = {(ihy,jhy) |i=1---Ny—1,7=1---Ny— 1},
O, = {(ih1,jhy) |i=0---Ny,j=0---Ny}.
For u : R?> — R we define a projection on @), as Uy = u(ihy, jhs). We introduce the
differences

_ Wity T Uil _ Wij41 — W1

Ugy,ij = oh y o Uigij = oh ;o Vau = (Uc%l,z'pua%z,ij)-
1 2

For (e =1 in the case of graphs)

sz = \/e +uf, Uz, H;LU =V- <Vp;y (Vuf;, —1)) ,
Ely = (V0 V)7 (Viuli, —1),
the numerical scheme has the following form

h . (9. ny?
di = —th —OEVhwh — @thh s
dt Q Q3

h h
- o)+ (%)
“ 0/, \al,

with the initial condition defined as

u" (0) = tini |,
and we consider either the Dirichlet boundary conditions
u" ou,= g, w" [, = 0,
or the Neumann boundary conditions
ul 90,= 0, w|s,= 0.

The discretisation in time is done by mean of the method of lines.

4 Numerical experiments

In this section we present results of several numerical experiments. On the Fig. 1 the
initial condition is ug(z,y) = sinmx - sin7y on the domain Q = (0,1) x (0,1). The
initial condition for the Fig. 2 is ug(z,y) = 0.5sin (7 tanh (5.0 (z* + y*) — 0.25)) on the
domain Q = (—1,1) x (—=1,1). The boundary condtions are u |go= w |9go= 0. The steady
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00

Figure 1: Decay towards the planar surface at times ¢t =0, t = 107*, ¢t = 1.7-10~* and
t =0.01.

Figure 2: Decay towards the planar surface at times t =0, ¢t =5-107% and ¢t = 0.1.
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-1 1 -1 -1

10

Figure 4: Test with the Neumann boundary conditions at timest = 0, ¢ = 0.005, ¢t = 0.175
and t = 0.5.
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00

Figure 5: Convergence towards the planar surface at times t =0, t = 107°, ¢t = 2 - 1075,
t=3-10%andt=4-1075.

state for both examples is the planar surface. Fig. 3 shows restoration of the spherical
surface from the intial condition which is the spherical surface perturbed by function
exp(—5y/x2 + y?) sin(7.5m+ /22 + y?) on the domain Q =< —1,1 > x < —1,1 >. The
boundary conditions for u and w are computed on spherical surface with no perturbation.
Fig. 4 shows evolution with the zero Neumann boundary conditions on u and w with
initial condition wy(z,y) = sin(mz) on the domain 2 =< 0,1 > x < 0,1 >.  For the
numerical experiments with anisotropy we consider function (3) of the form ~ (p, —1) =

Z?Zl \/PZ2 + EZ?:I P? for Py = p1, P, = py, P3 = —1. To demonstrate the difference

between isotropical and anisotropical problem the setting of the initial conditions and
the boundary conditions is the same for Fig. 5 and Fig. 1 resp. Fig. 6 and Fig. 2.

Level-set Formulation for the Willmore Flow

In this section we present results of the numerical experiments with the level-set fomru-
lation for the Willmore flow. All of the experiments show convergence towards circles.
We must note that it is not a steady state. In the case of the Willmore flow evolution of
a circle radius grows to infinity.
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Figure 6: Convergence towards the planar surface at times t = 0, t = 1.25-107%, ¢t =
25-10"%and t =1.25-1073.
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Figure 7: Ellipse growing into the circle at times t = 0, ¢ = 0.0001, t = 0.0002, ¢ = 0.0003,
t = 0.0004 and t = 0.0005.
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Figure 8: Square changing to the circle at times t = 0, t = 2.5-¢7 % ¢t = 5.0- e
t=10-eP®andt=2.0-e°.
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Figure 9: "Flower" changing to the circle at times t = 0, t = 4.0-e¢™ 7, ¢t = 1.0 - e~
t=20-e%and t =5.0-¢e°.
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Figure 10: Squares changing to the circle at times t = 0, t = 2.5-¢e¢7*, t = 0.001,
t =0.0025, t = 0.00375, t = 0.005 and ¢ = 0.01.
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Abstract. This paper describes how self-organising maps can be used to visualise data at
different resolutions and discusses some of the problems that may arise. The tree-structured
self-organising map is proposed as a solution and different modifications of this algorithm are
explored.

Abstrakt. Tento ¢lanek popisuje jak samoorganizujici se mapy lze vyuzit k visualizaci dat ve
vice rozliSenich a rozebird nékteré problémy, které se mohou pii tom vyskytnout. Jako feSeni
je navrzena samoorganizujici se mapa se stromovou strukturu a jsou zkoumény varianty tohoto
algoritmu.

1 Introduction

Self-organising maps (SOM) are a type of artificial neural network that uses unsuper-
vised learning. They were developed by Kohonen [4] in the eighties and have since been
employed successfully in a number of applications; in particular they have been used for
cluster analysis and visualising high-dimensional data. One example of such an applica-
tion is the WEBSOM project |4, 3|, which uses SOM to map, organise and browse large
document files in a two-dimensional content-addressable space. A similar application for
browsing and organising colour image galleries called GalSOM was developed by myself
and described in [10].

In an effort to speed up large SOM and acquire mappings at different resolutions,
hierarchical variants were developed. These include the Multi-Layer SOM |2], the Evolv-
ing Tree |9] and most importantly, the Tree-Structured Self-Organising Map (TS-SOM)
[5, 6], which this paper describes in detail. One of the best-known applications to use
TS-SOM is PicSOM [7, 8], which uses multiple TS-SOM to facilitate content-based image
retrieval.

Incorporating TS-SOM into the GalSOM image browser led to an improvement of the
algorithm with multi-resolution correction as described in [11|. More general information
about using TS-SOM for image browsing and data analysis is discussed in [12|. This
paper discusses the various problems that may arise when using SOM to visualise data.
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a)

Figure 1: a) 2-dimensional input vectors in 3 clusters. b) A SOM, topologically ordered
in a grid of 10 x 10 neurons c¢) The SOM adapts itself to match the input space, each
neuron’s codebook vector quantifying a set of inputs.

2 Self-Organizing Maps

Simply put, a SOM reduces a high-dimensional input-space (set of vectors from RY)
to a two-dimensional ordered grid of codebook vectors (neurons) {n;|i = 1..Ny,j =
1..Ny; typicallyN; = Ny} that quantify it. In a successfully adapted map adjacent grid
nodes will quantify similar data, i.e. data points that have a small Euclidean distance.
The principle may be seen in figure 1, which shows a typical SOM in a 2D input space.
A simple description of the basic algorithm may be found in [13].

2.1 The algorithm

The self-organisation process is achieved as follows:

1. Initialise the codebook vectors n;;(0) at random (usually by setting them to ran-
domly chosen input vectors).

2. Select a random input i(¢) and find the best matching neuron (BMN) nyes(t) (i-e.
the neuron with the closest codebook vector). Every input sample has the same
probability of being selected.

3. Move the BMN and its topological neighbours within a certain neighbourhood dis-
tance towards the selected input vector. Units located topologically further from
BMN are moved less.

nig(t+ 1) = nii(t) +n(t) - 6(i, 4, 1) - [i(t) = n(@)], (1)

where
n(t): No— <0;1> monotonously decreasing, (2)

qb(l,j,t) Nog X Ng x Ny — < 0;1 >,

¢ decreases monotonously with the topological distance of n;; from n.s and with
t. The topological distance is the length of the shortest path from one neuron to
the other in the graph (grid) that represents the network’s topology.
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Figure 2: Due to a poorly chosen neighbourhood function, this SOM is tangled in 2D
space as it attempts to adapt to a square-shaped cluster of inputs.

4. Proceed to iteration ¢t + 1. Repeat 2 and 3 iteratively, reducing the proportion of
the distance moved n and the neighbourhood distance ¢ each iteration, until they
reach a certain predetermined threshold.

As a result the codebook vectors will be attracted to large clusters of input vectors
as these will have a higher probability of being selected than sparsely populated areas
of input space. 1 and ¢ must be selected with care if the algorithm is to achieve good
results [13].

2.2 Neighbourhood function

Function ¢ in (2) is called the neighbourhood function. It determines how much and
how distant (from the BMN) neurons will be affected at a given moment during the
adaptation process. Problems can arise if the neighbourhood is decreased to soon during
the adaptation process as is shown in figure 2. See [10] for in-depth heuristic analysis
and optimisation.

3 Network resolution

When using a SOM to visualise a data set, it is important to choose a network of the
correct size. This may be best described by the neuron/input (NI) ratio.

NI =N/I (3)

where N is the number of neurons or nodes in the network and I is the number of input
vectors being visualised. In this section we will show the differences between using a high
or a low input ratio and discuss which are more suitable for different tasks.

3.1 Low NI ratio

For the purposes of this paper NI < 1 is considered low. A low NI ratio assures that
most or all neurons will quantify at least some input vectors. This will hold truer the
lower the ratio and in the extreme case of NI = 1/I will be guaranteed. On average each
neuron will quantify 1/NT input vectors. If used for data browsing, then we select such
a ratio that 1/NT is the number of data elements we would typically like to browse at a
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Q)

Figure 3: a) A 5 x 5 SOM visualising a set of bitmap images characterised by colour-
histogram vectors. Each square is coloured in the mean colour of the codebook vector’s
histogram. b) Thumbnails of the images quantified by a selected node, in this case the
centre node. Each node in the map quantifies a small easily-browsable number of similar
images.

given moment. If NI is too low, the user may be confronted with too many elements at
once causing him to miss the one he was looking for. If it is too high then searching may
be difficult, as many of the nodes will quantify only a few elements. Nodes that quantify
no elements at all are not useful because they waste the user’s time and may be confusing
to navigate through.

The goal of the optimisation procedure is to achieve as even a distribution as possible
while preserving topology and minimising the average quantisation error (AQE). AQE is
the average distance of an element in input space from its BMN. The more we demand a
rigid topology, the harder it is to achieve a low AQE. Usually, good topology preserving
tends towards a more even distribution [10].

If used correctly, this method allows us to view data in chunks organised by similarity
into a map. It is most suitable for direct browsing. On the downside, the low network
resolution does not show clusters very well and is unsuitable for analysing input space as
a whole. Figure 3 shows a typical mapping.

3.2 High NI ratio

As discussed in [14], large-scale networks with many neurons may be used to bring out
the emergent qualities of the SOM. We observe the overall structure of the SOM rather
than the data quantified by individual neurons. One method is to calculate the average
distance of each unit from its immediate topological neighbours, creating what is called
a U-Matrix.

U = [uy], (4)

1
Uv;jlei” Z |nz‘j_nk;l )

kleX;
where

Xy={kilke{l. . M}ble{l. N}lk=i|+|l-jl=1}

If we display a U-matrix graphically as in figure 4, we can see how clusters are being
mapped by noting which areas of the matrix have low values. Graphically, these will
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Figure 4: The colour map, U-matrix and U*-matrix of a 64 x 64 SOM mapping of 121
data elements in approximately 4 clusters. In each of these clusters further sub-clusters
may be found. The U-matrix is made up of the average distances of the neurons from
their immediate neighbours, black signifying very close and white very distant. Neurons
within a cluster will be close to each other while at the edges they will be further apart.
The U*-matrix is a U-matrix that has been processed to emphasize the clusters.

appear as ‘valleys’ of nodes inside clusters divided by ‘ridges’ of borderline nodes. For
more information on U-matrices (and their improved variant, the U*-matrix) see [15].

It should be noted that with high NI ratio networks most neurons will not quantify
any inputs. Thus, such networks are unsuitable for direct browsing purposes, as a user
would have a difficult time finding inputs sparsely distributed across the map.

When using a U- or U*-matrix to locate clusters, we take sets of closely-packed nodes
(low U-matrix values) bordered by nodes that are far from their immediate neighbours
(high U-matrix values). See figure 5. These clusters, however, are unordered and do not
form a regular map.

It would be possible to supply the user with information regarding adjacent clusters
or alternatively, the clusters could be displayed using a quantum tree-map with zoomable
navigation [1|. Figure 5-c shows a large set of images displayed in a quantum tree-map
by Photomesa image browser.

3.3 Problems with high NI-ratio SOM

Unfortunately, larger networks take longer to adapt, as more neurons must be searched
when locating the best-matching neuron (BMN). This may be an issue if the SOM is part
of a user-application where adaptation speed is paramount.

3.4 Problems with multi-resolution visualisation

It is often unclear what the optimal mapping of an input space should be and SOM may
adapt differently given different yet identically distributed series of input vector selections
or due to minor modifications in the parameter settings. At the very least there can be
no guarantee that the resulting mappings will be orientated in a specific way. Therefore,
if we make multiple mappings of an input space at different resolutions using SOM of
varying size, we can not expect them to match with each other. To acquire proper
multi-resolution mappings it is necessary to use the tree-structured self-organising map
algorithm that is described in the next section.
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Figure 5: a) A U*-matrix b) The resulting cluster map. These clusters were selected by
hand according to the borders visible on the U*-matrix. Ideally, an automatic process
would be used to determine the clusters. ¢) A quantum tree-map such like the ones
used by Photomesa image browser could be used to display the contents of the separate
clusters.

4 Tree-structured self-organizing maps

One way we can simultaneously analyse input space with high and low input ratios is
to use a tree-structured self-organizing map (TS-SOM), |5, 6]. This is a hierarchical
structure of SOMs of exponentially increasing size. Each level of the TS-SOM adapts
separately, but in the lower levels, the search for the best-matching neuron is limited to
those hierarchically connected to the BMN of the previous layer. See figure 6.

4.1 The basic algorithm

The algorithm works as follows:
1. Perform one iteration of the SOM algorithm on the top layer.

2. Perform one iteration of the SOM algorithm on the next layer, but limit the search
for the BMU to the neurons located under the winning neuron of the previous layer.

3. Repeat 2 until all layers have been updated.
4. Repeat 1 to 3 until the SOM thresholds have been met.

The advantages of such a structure are obvious. Instead of performing a full-search
for the BMN at the lower layers, we restrict ourselves to a constant number of neurons
per a given layer, thus greatly increasing the adaptation speed. The complexity of the
algorithm is O(logN), where N is the number of neurons on the bottom layer [6]. Also,
due to the hierarchical structuring, all the SOMs will be orientated similarly in input
space and the TS-SOM as a whole may be considered a multi-resolution mapping of the
given data set. See figure 7.
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Figure 6: A 3-layer TS-SOM with 4 neurons at top layer and 64 at the bottom.

Figure 7: 4 layers of a TS-SOM show colour distribution of an input space of images at
different resolutions.
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Figure 8: Wide-search for the BMN in neighbouring neurons.

Unfortunately, reducing the scope when searching for the BMN will often return
suboptimal results, i.e. finding neurons that are further from the input than the closest
one. As shown in my detailed analysis [11], this effect increases with each subsequent
layer causing the lower high Nl-ratio layers to return poor results.

4.2 Wide-search TS-SOM

The unfortunate property of the TS-SOM to propagate errors to the lower layers is caused
by inputs bordering between two neurons on a higher layer, which gradually become more
and more poorly quantified as the search for the BMN becomes more and more restricted.
As noted in 8|, better results may be achieved by allowing searching for the BMN in
a wider scope, which includes neurons adjacent to those directly under a higher layer
(figure 8). This is further corroborated by my experiments in [11]|, where T show that
wide-searching is superior to the standard TS-SOM in almost all respects.

4.3 Multi-resolution correction

One unfortunate side effect of the wide-search improvement of the TS-SOM algorithm is
that the separate layers become unsynchronised. This degrades the quality of the TS-
SOM as a multi-resolution mapping. In [11| we describe a simple and effective method
for rectifying this problem and removing the desynchronising effect. It should be noted
that good synchronisation also improves the quality of the search for the BMN and brings
the TS-SOM closer to the quality of the standard full-search methods.
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4.4 Comparing standard and tree-structured SOM

It should be noted that a standard SOM of a given resolution will have better properties
than a TS-SOM layer of the same resolution, especially if the TS-SOM has additional
lower layers and uses multi-resolution correction.

4.5 Alternative models

The TS-SOM is not the only hierarchical model of the SOM. In [2| a Multi-layer SOM
is proposed. It differs from the TS-SOM in that the higher levels adapt to the positions
of the codebook vectors of the level directly beneath them. This means that there is
no synchronisation between layers. Also this method does not have the benefit of the
TS-SOM’s acceleration when seeking the BMN.

Another model is the Fwvolving Tree, which has an indefinite structure that evolves
and grows to fit the presented data. It has good data-fitting qualities and retains the
speed of the TS-SOM, but due to the unpredictable nature of its structure is unsuitable
for direct-browsing applications as described in this paper. See [9].

5 Corollary and conclusions

In this paper we showed how self-organising maps (SOM) may be used to visualise data
sets at different resolutions. Low resolution mappings are suitable for direct browsing
methods, whereas high resolution ones may be used for cluster analysis by using U-
matrices. High resolution matrices are problematic because their large size makes them
slow to use. If more than one mapping is made at various resolutions for multipurpose
applications, then it becomes necessary to take into account that there is no guarantee
that the mappings will be identically orientated. These problems may be solved by using
a tree-structured self-organising map (TS-SOM), which allows multi-resolution visualisa-
tion of the data including fast high-resolution mappings. For better synchronisation of
the mappings, multi-resolution correction described in the author’s work [11] is recom-
mended.
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Abstract. This paper deals with a numerical solution of a viscous flow over a two-dimensional hill.
The mathematical model is based on the system of Navier-Stokes equations. Space discretization
is done by FDM, time discretization by multistage Runge-Kutta method. To compute pressure
in time, artificial compressibility method and time-marching method are used. Results of flows
over a hill are presented.

Abstrakt. Tento ¢lanek pojednédva o numerickém feSeni vazkého proudéni pies dvoudimen-
zionalni kopec. Matematicky model je zaloZen na systému Navierovych-Stokesovych rovnic.
Prostorova diskretizace je provedena metodou siti, ¢asova diskretizace vicestupfiovou metodou
a metodou ¢asového ustalovani. Prezentovany jsou vysledky proudéni pies kopec.

1 Introduction

Flows over topography have attracted great interest from not only fluid mechanics but
also engineering in a variety of fields. We consider two-dimensional internal waves excited
topographically in stably flows in ABL and inthe channel of finite depth. Under these
conditions, the fluid layer is bounded above by a horizontal rigid lid and below by a
two-dimensional surface-mounted obstacle.

2 Solved Problems

2.1 Flows over a hill in Atmospherical Boundary Layer

The model is based on Navier-Stokes equations. Governing equations modified according
to the method of artificial compressibility can be re-casted in the conservative, non-
dimensional and vector form.

RW, + Fy + Gy = L (W,, +W,,),

where W = (p,u,v)7 is the vector of unknowns: the pressure p and the velocity vector
(u,v)T. Re = % = Y=L j5 Reynolds number, R = diag(0,1,1). Terms F, G denote the
inviscid fluxes

F = (u,u* + p,uv)’,
G = (v,uv,v? +p)T.
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2.2 Flows over a hill in a channel of finite depth

This problem is described by system of Navier-Stokes equations similar to the previous
problem. Nevertheless in this problem is together with the velocity (u;,us) and the

pressure p computed the density p, p’ is the density perturbation.
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3 Used Methods

3.1 Finite Difference Method

To discretize the governing system of equations in space, a non-orthogonal structured
boundary following grid is constructed. Grid layers form an orthogonal system; the non-
orthodonality is introduced to the grid by the curved terrain profile. Finite difference
discretization is developed using Taylor expansion for derivatives.

Approximation of the 1st derivative in orthogonal grid: 2% ~ %[Ui“_Ui Uitli

Tit1— T Ti—Ti—1
. . Uis1,;-Ui_1y;  sinalUs j41—Us j—
After transformation of coordinates: D, U;; = 45 ——Ls i1 ~Uijm1]
J 2.As.cosa 2.A\y.cosa
. . . . . . 82U 2 Ui+1_Ui
Approximation of the 2nd derivative in orthogonal grid: S5 ~ [ - ..
T Tip1—Ti—1 L Tip1—T;
_ Ui—Ui
’ Ti—Ti—1 ]

. . Uir1,;—2Ui+Ui_ 14
After transformation of coordinates: D,,U;; = Z“’(JAS co”sa); LI — ..

_ 2sinoUsg1,j41—Uit1,-1—Ui—1,j41+Ui—1,5-1] + sin?a[U;, j4+1—2U;5+U; ;1] +

4.N\s.Ay.cosa (Ay.cosa)?
+ Ui+l,j*Ui—l,j[ 11 ] . Sina[UiJrl,j*Uifl,j][ 1 1 ] .
. 4.\s?.cosa cosaj’ cosa; 4.Ns.Ny.cosa cosaj’ cosor;
_Uiin1-Uij [SZ’WT _ Smai_] 4 sinofUije1~Ui;-1] [Smo‘? _ Si”aj_]
4.Ay.As.cosa cosozzr cosa; 4.cosa.(Ay)? cosoz;r cosoz;
T+
dy
l,) J+1 ,j
i1 o
’ ds g
X
i a+
dx
i -1

3.2 Multistage Runge-Kutta Method

For time discretization, 3-stage explicit Runge-Kutta method is used, especially developed
for partial differential equations: W = (p,u,v)" or W = (p, u,v, p)T

W =wpn
Wi =W — a, ARWT,

ot —
17 17
) Bl R
RW:8—§+8—2—%(AW)

mel,2,3
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3.3 Artificial Compressibility and Time-marching Method

The solution procedure used in our method to resolve pressure is based on the so called
artificial compressibility method. This requires to add the time derivative of the pressure
to the continuity equation. The resultant system is then solved by time-marching method.
The governing system of equations is solved in the computational domain under stationary
boundary conditions for ¢ — oo (¢ is artificial time) to obtained the expected steady-state
solution for the pressure and the velocity components.

4 Results

In this section, results of numerical computation, which were done on grid 250 x 100 with
Re = 2000, are presented. Examples differ in boundary and initial conditions and in used
systems of equations.

Isolines of velocity and pressure are shown in figures (1) and (2). These examples differ
in boundary conditions: (1) no-slip conditions on the hill surface, free-slip conditions on
the rest of surface, (2) no-slip conditions on the whole surface.

As was said, in case of computation of flows in a channel, the density is computed.
Figure (3) and (4) demonstrate examples of the density perturbation p’ = p— pp and the
density p. Results in both of these figures differ in value of 85;;’.

Figure (5) deals with residua of presented examples to show the convergence of used
methods. The first one is the residuum of the computation of flows in a channel; the
second one belongs to the computation of flows in ABL; the last one shows the residuum
belonging to flows in a channel again, but now aa’;; is 2.5 times greater than in the first
case.
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iterations.
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In the second case, %—’yB is 2.5 times greater than in the first case.



K. Seinerova

156

oT YA 9 1 1% € Z

| | | | < |

f‘.@.mv..@/l\\
- %o———
880 ——— —
780
B 80
9.0
= ¢.'0
g9 o———————
oo
90
959
Z2C'N

e =R 1 i i I I
oT ) z

| T _

sauljosi Ausuag

A0

¥'0

90

80

A0

¥'0

90

80

In the

Isolines of density, flow in a channel of finite depth, Re = 2000, 10000 iterations.

, aé';yB is 2.5 times greater than in the first case

Figure 4:

second case



Numerical Solution of a Flow over a Hill 157

o o o
S S S
T o T o T o
N N N
i i i
o o o
S S S
- 19 19 ) 419
S S S
—i - —i
o o o
i 18 L 18 L 1S
S S S
3] 3] <)
o o o
i 16 L 16 L 13
S S S
© © ©
o o o
i 16 L 16 L 1S
o o o
< < <
o o o
i 19 L 1o L 1S
o o o
AN AN AN
' o ' o ' o
o o o
Lo —l Lo —l o i
o | | o | | o | |
o ) o o o o o o o
i i —i i —i i i —i i

Figure 5: Residua. 1. Flows in a channel, ‘%f = C. 2. Flows in ABL, 85;; = C. 3. Flows in a channel,
s — 9 5C (
y



158




Finite-Volume Model of Pulverized Coal Combustion®

Robert Strakaf

2nd year of PGS, email: straka@kmlinux.fjfi.cvut.cz

Department of Mathematics, Faculty of Nuclear Science and Physical
Engineering, CTU

advisor: Michal Bene§, Department of Mathematics, Faculty of Nuclear Sci-
ences and Physical Engineering, CTU

Abstract. We describe behavior of the burning air-coal mixture in power plant furnace, using
the Navier-Stokes equations for gas and particle phases, accompanied by a turbulence model.
The undergoing chemical reactions are described by the Arrhenian kinetics (reaction rate propor-
tional to exp (—%) , where T is temperature). We also consider the heat transfer via conduction
and radiation. The system of PDEs is discretized using the finite volume method (FVM) and an
advection upstream splitting method as the Riemann solver. The resulting ODEs are solved us-
ing the 4th-order Runge-Kutta method. Sample simulation results for typical power production
levels are presented.

Abstrakt.

Popisujeme chovani hofici smési praskového uhli a vzduchu v elektrarenském kotli pomoci
Navier-Stokesovych rovnic pro plynnou a pevnou fazi spolu s modelem turbulence. Modelované
chemické reakce se ¥idi tzv. Arrheniovskou kinetikou (rychlost reakce je umérna exp (—%) ,
kde T je teplota). Dale uvazujeme pienos tepla vedenim a radiaci. Systém parcialnich diferen-
cidlnich rovnic je diskretizovdim metodami kone¢nych objemt a "advection upstream splitting".
Vysledny systém obycejnych diferencialnich rovnic je feSen metodou Runge-Kutty 4. fadu. Jsou
prezentovany vysledky simulaci pro typické tirovné vykonu elektrarny.

1 Introduction

The main motivation of the combustion model research is its future inclusion in the
current model of the steam generator [4], to use this model for development of control
systems for the industrial installation. Another purpose for the combustion model is the
optimization of the production of the nitrogen oxides, which strongly depends on the
temperature distribution, and thus can be controlled by intelligent distribution of fuel
and oxygen into the burners. Because the experiments on a real device are prohibitively
cumbersome and expensive, in extreme cases even hazardous, the only way to test the
behavior of the furnace is mathematical modeling.

An industrial pulverized coal furnace is basically a vertical channel with square cross-
section. The dimensions are determined by the power generation requirements from the
order of meters to tens of meters. In the case we model, the furnace has 30 meters in

*This work has been partly supported by the project "Applied Mathematics in Physical and Technical
Sciences" MSM 6840770010 of the Ministry of Education of the Czech Republic and by the project
"Advanced Control and Optimization for Power Generation" No. 1H-PK /22 of the Ministry of Industry
and Trade of the Czech Republic.

tJoined work of Jind¥ich Makovicka, Michal Bene§ and Vladimir Havlena
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height and 7 meters in width, 49 m? cross-section. Power production of such a furnace is
about 90 MW, and the furnace coupled with a steam generator is capable of producing
about 100 tons of pressurized superheated steam per hour.

In the bottom of the channel walls, there are several burners — jets where the mixture
of the air and coal powder is injected. The mixture then flows up and burns, while it
transfers some of the combustion heat to the walls containing the water pipes.

At the top, the heated flue gas continues to flow to the superheater channel where
further heat exchange occurs, and this has already been covered by [4]. Our main concern
is now modeling of the processes in the area, where the coal gets burnt and nitric oxides
are produced.

2 Mathematical model

The mathematical model of combustion is based on the Navier-Stokes equations for a

mixture of multiple components where the coal particle are treated as one of the phases.

Unlike e.g. in [1], where the gas particles are treated separately and use separate equations

of momentum, we chose to use this approach, as it simplifies the model especially when

dealing with turbulence, and also removes several empirical relations and constants.
Currently, the following components of the mixture are considered:

e chemical compounds engaged in major thermal and fuel NOx reactions: nitrogen
(N3), oxygen (Os), nitric oxide (NO), hydrogen cyanide (HCN), ammonia (NHjs),
and water (H,0)

e char and volatile part of the coal particles

The gas phase is described by the following equations. As stated above, the mass
balance is described by equations of mass balance of each subcomponent (the Einstein
summation is used)

0 0 >

where p is the flue gas mass density, Y; concentration of the component, and u; are the
gas velocity components. The right-hand side terms describe the laminar and turbu-
lent diffusion of the components and either production or consumption due to chemical
reactions within the R; term.

The above equations of component mass balance are accompanied by the equation of
total mass balance

dp  9puy)
— =0. 2
Equations of momentum conservation are as follows
0 0 dp 0 ou; Ou; 2_ Oy
o \ou) + —(puiu;) = — o | Me — S0ij— i 3
ot (pus) + Oz, (pui;) Ox; * Oz, {M i ((%Uj * or; 37 T 3)

where § = [g1, g, g3] is the external force acting on the fluid, in our case the gravity. The
effective friction coefficient pog is calculated from the turbulence model as
]{32
Heft = [+ pcu?>
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where p is the laminar viscosity, £ the turbulent kinetic energy, and € the turbulent energy
dissipation rate. Constant C,,, like additional constants mentioned later in the description
of the turbulence model, has to be chosen empirically for the particular problem, in our
case we use C), = 0.09, which appears to give satisfactory results. All empirical constants
in the turbulence model stated here are taken from [13].

The last equation describes the conservation of energy

0 0 dmcoa
_(ph) + —(pujh) = ~TNcoal lh

——;  lcom r , 4
815 c%cj dt co b+q +QC+QS ()

where the right-hand side terms are the heat of combustion, heat transfer by radiation,
heat transfer by conduction, and heat source or sink. The heat transfer terms are com-
puted as follows

for the transfer by conduction, which is described by the Fourier law of head conduction,
and

—¢. =V - (cI°VT),

for the transfer by radiation. The radiation heat transfer is fully described by an integral-
differential equation of radiation, which is very computationally expensive to solve. How-
ever, as the flue gas can be considered an optically thick matter, the above approximation
of the radiation flux called Rosseland radiation model can be applied [13].

The heat sink term is nonzero only in the edge computation cells and describes the
energy exchange with the walls of the furnace via conduction and radiation

qs = A(Tgas - Twall) + B(T4 - T4a11)?

gas Wi

where A and B are constants dependent on the properties of the interface between the
modeled region and its surroundings.

The particle mass change rate is currently described by one-step Arrhenian kinetics,
which is used separately for the char and volatile coal components  combustion of the
volatiles is more rapid than combustion of the char

dm E
_ e B8 v
dtp = —A,m}[0]" exp (_RTP) ,

where m,, is the particle combustible mass, A,, F, are empirical constants, [Os] oxygen
concentration and 7}, is the particle temperature.
These equations are accompanied by the equation of state, as usually

1
b= (’f - 1)pgas <egas - 5U§35> .

Here, r is the Poisson constant and ey, is the gas energy per unit mass.
For the turbulence modeling, we use the standard k- model, which describes the
evolution of turbulence using two equations  first one for turbulent kinetic energy

) B 9 e\ Ok
g 00) + k) = o | (e 2) 2| 6 e )

O X
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and the second one for turbulent kinetic energy dissipation rate

0 0 0 e\ Oe € €
—(pe) + =—(peu;) = = [ p+ =) 5—| + Cre=-Gr — Cocp—. 6
8t(p ) al'j (p J) al'j |i<lu € al'j 16]{3 k ZGPI{I ( )
Constants in this model have again to be determined empirically, in our case we use the
following values: C. = 1.44, Cy. = 1.92, 0, = 1.0, 0. = 1.3.

Left hand sides of the equations describe passive advection of the respective quanti-
ties by the advection velocity @. Right hand sides describe their spatial diffusion, their
production and dissipation.

The term Gy, which describes the production of turbulence, can be derived from the
Reynolds averaging process and written in the terms of the fluctuating part of the velocity
as 5 5

G =Ti—~ = —pu'u,—2,
F at 8xl P J l@xl
where 7;; is the Reynolds stress tensor. However during practical computation, fluctua-
tions u; and u; are unknown. Using the Boussinesq hypothesis, that the Reynolds stress
is proportional to the mean strain rate

1 aul 8’&]'

one can write turbulent production in a closed form

Gr = mS? S = (28;8:)"2.

Diffusion of the species consists of two processes — laminar and turbulent, and the
diffusion term in Eq. (1) can be written in the form

J=— <pDi,m + ﬂ) VY.
Scy

First term corresponds to linear laminar diffusion, the second one to turbulent diffusion.
Given the fact that the turbulent diffusion generally predominates the laminar, and the
term D, ,, is difficult to determine, the laminar diffusion can be usually ignored. The Sc,
coefficient is the turbulent Schmidt number and we put Sc; = 0.7.

To be able to model the particle phase, especially surface area of the particles, we
still have to track the numerical density of the particles using the equation similar to the
mass balance equation

8ncoal a(fnfcoalucoal) a(ncoal Ucoal)
=0. 7

3 Simplified model of NOx chemistry

This model has been developed to approximately describe the amounts of NOx emissions
leaving a coal combustion furnace. The real mechanism of coal flue gas production seems
to be very complicated, so that just the most important phenomena and reaction paths
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were considered to provide maximum possibility of using this model in real-time control
and operation systems.

In most cases, NOx is interpreted as a group of NO and nitrogen dioxide (NO,), which
strongly pollute our living environment. There are two major processes attributing to
the total NOx emissed. The former is known as Thermal NOx or Zeldovich and simply
consists of oxidation of atmospheric nitrogen at high temperature conditions. The latter is
called Fuel NOz and describes NOx creation from nitrogen, which is chemically bounded
in coal fuel. Fuel NOx is usually the major source of NOx emissions. These are the only
mechanisms involved, although a few more could be considered (such as Prompt NOzx
(Fenimore) or Nitrous oxide (NoO) intermediate mechanisms).

3.1 Thermal NO

Thermal NO generation mechanism attributes only at high temperature conditions (ap-
prox. 1800 K) and is represented by a set of three equations, introduced by Zeldovich [5]
and extended by Bowman [6]

O+N, <% N+NO
N+0, <25 0+NO
k3

N+OH —— H-+NO

All these reactions are considered to be reversible. Rate constants were taken from [7|
(see Tab. 1).

In order to compute the NO concentration, concentrations of nitrogen radical [N],
oxygen radical [O] and hydroxyl radical [OH] must be known. It is useful to assume [N]
to be in a quasi-steady state according to its nearly immediate conservation after creation.
In fact, this N-radical formation is the rate limiting factor for thermal NO production,
due to an extremely high activation energy of nitrogen molecule, which is caused by a
triple bond between two nitrogen atoms. Hence, NO formation rate can be stated as

1INO | _ krky INOP?
+ T

[NO] _ 2kt - [0] - [Ny - H N2l 0]
dt | 4 _ K INO]

Under certain conditions, oxygen molecule splits and recombines cyclically
Oy <25 040,
which can be profitably described by following partial equilibrium approach
0] = K- [0, T2,

As for OH radical, a similar partial equilibrium approach can be made, according to next
reaction
0+ H,0 &% OH+ OH

and the approach is
[OH] = K,-[0]'?.[H,0]'/?. 770,
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Equilibrium constants K; and K, are as follows
—27123
Kl = 36.64 - exXp (T) s

Ky, = 2.129-10%-exp (ﬁ).

3.2 Fuel NO

Composition analysis show, that nitrogen-based species are more or less present in coal,
usually in amounts of tenths to units of percent by weight. When the coal is heated,
these species are transformed into certain intermediates and then into NO. Fuel itself
is therefore a significant source of NO pollutants. When a coal particle is heated, it is
presumed, that nitrogen compounds are distributed into volatiles and char. In many
studies (e.g. [8]) it is unreasonably told, that half the nitrogen converts to volatiles and
half into char. Since there is no reason for a presupposition like this, a parameter « is
introduced to describe the distribution

N _ N
Mool = Q- My,
N _ N
Mehar = (1 - 04) * Mot

where o €< 0,1 >, mN, is the total mass of nitrogen, mY is the mass of nitrogen in

volatiles and mY  is the mass of nitrogen in char.

As already mentioned, nitrogen transforms to pollutants via intermediates, which
usually are ammonia NH3 and hydrocyanide HCN. For further proceeding, a selection
from four possible pathways must be made (see Fig. 1, ref. |9, 10]). To provide maximum
complexity, another three parameters (similar to «) are introduced

e (3 is distribution of mY, between HCN and NHj intermediates.
e 7 is distribution of mY.y between Pathwayl and Pathway?2.
e § is distribution of myy, between Pathway 3 and Pathway 4.
e 3, v, 0€<0,1>.
For example, mass of nitrogen in char entering Pathway 2 can be written as
Mbachar = Mege B+ (1 =7) - (1—a).

Different parametric studies should be carried out to find the best values of a, 3, v
and 0 suitable for specific type of coal. Five overall reactions of either NO formation or
depletion were incorporated in the combustion part of the numerical code.
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3.2.1 NO, HCN, NH; reactions

According to [11], formation rates of reactions

R1

HCN+0, — NO-+ ...
NH; 4+ 0y 2 NO+ ...
HON +NO 2, Ny + ...
NH; + NO 4 N, + ...

are given as

—33732.5

Rl =1.0- 1010 : XHCN : XSQ - exp < )
16111.0

Ry =4.0-10% - Xy, - X5, - exp < )
—30208.2

Rg =-3.0- 1012 : XHCN : XNO - exp ( )

—13593.7
Ry=-1.8-10%. XNH; * XNO - exp (T) )

where X is the mole fraction and «a is the oxygen reaction order taken from Tab. 2.

3.2.2 Heterogeneous NO reduction on char

Present char allows following adsorption process to occur

Char + NO 25 N, + ...

Levy [12] uses pore surface area (BET) to define NO source term
Sie = ks ¢ Aper - Mo - o,

where ks = 2.27 - 1073 - exp (M) is the rate constant, ST is the NO source term,
¢s is the concentration of particles, Aggrr is the pore surface area and pyo is the partial
pressure of NO.

In order to evaluate overall NO source term, single source terms have to be summa-
rized. This overall source term can be further used in transport equations. As for HCN
and NHj3 source terms, it is possible to determine them from coal burnout rate. It is
assumed, that nitrogen from both char and volatiles transforms to intermediate species

quickly and totally.

4 Numerical algorithm

For numerical solution of the equations, finite volume method is used. For left and right
hand sides in Eqgs. (1), (2), (3), (4), (5), (6), (7), advection upstream splitting method
(see |2]) is used to approximate fluxes in the FVM formulation, and edge dual-volume
approximation is used to approximate the second order derivatives respectively. For
detailed description of the solution procedure see [4].
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5 Conclusion

We have developed a mathematical model, which approximates the combustion process
in an industrial furnace, while being affordable from the computational complexity stand-
point. As an outlook to the future, mainly the following improvement possibilities are
being considered:

e Further refining of the coal combustion model.
e Evaluation and enhancements of the NOx generation model.
e Incorporation of the turbulent impact on the chemistry.

e Thorough evaluation of the 3D model.
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Table 1: Rate constants for thermal NO chemical reactions, k = A - T? - exp(—FE,/T).

Rate const. A b E,
ki 1.8-10% 0 38370
ks 1.8-10" 1 4680
k3 7.1-107 0 450
ky 3.8-107 0 425
ky 3.8-10° 1 20820
k3 1.7-10% 0 24560

Table 2: Oxygen reaction order.

Oxygen mole fraction a

X0, <4.1-1073 1
4.1-1073 < Xp, <1.11-1072  —-3.95-0.9-1In Xo,
1.11-1072 < Xo, < 0.03 —0.35 - 0.1-1n Xo,

Xo, > 0.03 0
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Spojovani klasifikatori
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Abstract. Combining classifiers has been given more and more importance in the recent years.
The experiments show that a team of several different classifiers can perform better than any
individual classifier in the team. This is why the combination of multiple classifiers can be used to
improve the quality of classification. This arcticle tries to summarize and describe the commonly
used approaches found in the literature and to give a basic overview over this field.

Abstrakt. Kombinovani klasifikdtort mtze byt tspésnou metodou pro zvyseni kvality klasifikace.
Experimenty ukazuji, Zze tym nékolika riznych klasifikitoru ¢asto poskytuje lepsi vysledky nez
libovolny 7 jednotlivych klasifikdtori v tomto tymu. Proto je v poslednich letech vénovéana spo-
jovani klasifikdtort zna¢na pozornost. Tento ¢lanek si klade za cil popsat a shrnout nejcastéji
pouzivané piistupy a také dat ¢tenéri zédkladni prehled o této problematice.

1 Uvod

Kombinovani klasifikatortu je efektivni metoda pro zvySeni kvality (tj. pfesnosti, sprav-
nosti, citlivosti, separability atd.) klasifikace. Pokud Fesime klasifika¢ni ilohu, muzeme vy-
tvorit nékolik riuznych klasifikatori, nechat je samostatné predikovat cilovou t¥idu a poté
jistym zpusobem jednotlivé vysledky zkombinovat. Tato kombinace muze byt takova, 7e
vliv silnych stranek jednotlivych klasifikitori se zesiluje, zatimco nedostatky jsou utlu-
movany. Pii takovéto kombinaci mize vysledny klasifikator predikovat 1épe nez libovolny
samostatny klasifikitor v tymu. Takové pfistupy muzeme v literatuie najit pod riznymi
jmény, napft. "kombinovani klasifikatoru", "agregace klasifikitora", "fuze klasifikitora",
"selekce klasifikatoru", "smés expertu", .... V zasadé v8ak muzeme rozlisit dva zakladni
pristupy. Jsou to:

e selekce klasifikatori, pti které pouzivame jisté rozhodovaci pravidlo k urceni, ktery
klasifikator pouzijeme pro predikci konkrétniho vzoru; pouze tento "expertni" kla-
sifikator je tedy pouzit pro finalni predikci

e agregace(kombinovani) klasifikatord, kdy k vytvoreni finalni predikce je pouZito vice
klasifikitoru v tymu

V tomto ¢lanku se budeme déle zabyvat pouze agregaci klasifikitori. Specidlnim
piipadem agregace klasifikatori je kombinovani vysledkiu nékolika klasifikatori stejného
typu, které se lisi pouze svymi parametry, nebo pouzivaji rizné trénovaci mnoziny. Tyto
pristupy jsou v literatufe obvykle nazyviny souborové metody.

Clanek je strukturovan néasledovné: v sekci 2 formalizujeme termin klasifikitor a uve-
deme nékteré modely, které mohou byt pouzity pro kombinovani klasifikitoru. Sekce 3

169
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popisuje nékteré casto pouzivané metody pro vytvareni souboru klasifikitori a sekce 4
popisuje néktera agregacni pravidla. Sekce 5 poté uzavira ¢lanek.

2 Klasifikace

Pod pojmem klasifikace rozumime proces t¥idéni objekti (neboli vzora) z tzv. piiznako-
vého prostoru X do nékolika disjunktnich mnozin, nazyvanych #ridy. Ptikladem muze byt
rozpoznavani rukou psanych ¢islic pomoci pocitacového programu. Software (nebo mate-
matické zobrazeni), ktery realizuje tuto tlohu, se nazyva klasifikator. Formalné muzeme
klasifikator definovat jako zobrazeni:

¢:X = {1,...,N}, (1)

kde X C R" je n-dimenzionalni piiznakovy prostor a {1,..., N} je mnozina indexi
jednotlivych t¥id (odpovidajici t¥idy zna¢ime C1, ..., Cy). Optimalni, bezchybovy klasi-
fikator by mél také spliiovat nasledujici podminku:

Vx € X :p(x) =i < z € (; (2)

Konstrukce klasifikitoru spliiujiciho (2) vSak vétSinou neni mozna, takze tato pod-
minka je obvykle porusena. Misto toho se stanovuji jisté pozadavky na velikost trénovaci,
resp. testovaci chyby. Pro nauceni korektni klasifikace nezndmych vzori jsou pouzivany
vzory 7 tzv. trénovaci mnoziny 7 C X. Ke ziskani odhadu kvality predikce se pouzivaji
vzory z tzv. testovaci mnoziny § C X. Mnoziny S, 7 obsahuji vzory, které jsou jiz ko-
rektné klasifikoviny expertem v dané oblasti, a od klasifikitoru je o¢ekdvana jista mira
generalizace znalosti obsaZenych v téchto datech na neznama data z X. Chyba (testo-
vaci nebo trénovaci, dle pouzité mnoZiny) klasifikitoru muze byt definovana jako pocet
korektné klasifikovanych vzoriu déleny poc¢tem vsech vzori.

K nejcastéji pouzivanym druhum klasifikitoru patii napf. umélé neuronové sité, roz-
hodovaci stromy, Bayestuv klasifikitor, k-NN klasifikator (k nejbliz8ich sousedii), nebo
SVM (support vector machines) klasifikatory. VSechny tyto metody mohou poskytnout
kvalitni pristup ke klasifikaci, presto je obcas nutné kvalitu klasifikace déale zvysit. Po-
kud se rozhodneme ke zlepSeni klasifikace pouzit kombinovani klasifikatori, zjistime, 7e
klasifikatory definované pomoci (1) nadm déavaji pfili§ méalo informace. Pro spojovéni klasi-
fikdtor bychom vyuzili informaci typu "Jaka je 'vaha klasifikace” do jednotlivych t#id?".
Aby to bylo mozné, definujme klasifikitor jako zobrazeni:

¢ X — 0,1V, (3)

kde ¢(x) = (p1(x), ..., un(x)) je vektor 'vah klasifikace’ x do kazdé tiidy.

Tento typ klasifikatoru se obvykle nazyva *measurement’ klasifikator, zatimco (1) se
vétsinou nazyva ostry klasifikator. Casto se mizeme setkat i s jinymi typy klasifikatoru,
napt. poradovy klasifikator (viz [9]), jehoz vystupem je set¥idény seznam v8ech moZnych
indexu t¥id (tj. t¥ida s nejvyssi vahou klasifikace je prvni, t¥ida s druhou nejvyssi vahou
druh4, atd., az ti¥ida s nejnizsi vahou klasifikace je posledni), nebo posibilisticky klasifi-
kator (viz napft. [6]), ktery se lisi od 'measurement’ klasifikitoru tim, 7e u;(x) € [0, 00).
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Kdykoliv v tomto ¢lanku déale budeme mluvit o klasifikitoru, mame na mysli ‘'measure-
ment’ klasifikator.
"Measurement’ klasifikitor muze byt preveden na ostry a naopak:

Gostry(x) = arg max{p;(x)[i =1,...,N} (4)

¢measu7’ement(x) = (6(17 d)(X))? ) 6(N7 ¢(X>>)7

kde (i, p(x)) = 1 pokud ¢(x) = 4, 0 jinak.
Interpretace ¢(x) zavisi predeviim na tom, jaky typ klasifikitoru je pouzit; mozné
interpretace mohou byt:

e posteriorni pravdépodobnost, p; = P(x € C;|x), napft. pro Bayesuv klasifikator
e ,; = stupen piislusnosti x k fuzzy mnoziné Cj

e ;; = normalizovana vzdalenost k nejbliz§imu reprezentantu tiidy i, pro 1-NN kla-
sifikitor

e ,; = pocet nejblizsich reprezentanti tiidy i (déleny k), pro k-NN klasifikator
o ...

Nékdy jsou na ¢isla p; kladeny dodateéné pozadavky, napt. >, p1;(x) = 1 pro prav-
dépodobnostni interpretaci ¢(x). Tyto podminky vSak nejsou dilezité pro samotné spo-
jovani klasifikatort, proto budeme pozadovat pouze p; € [0,1]. Vzhledem k tomu, Ze se
snazime o obecny popis pristupu spojovani klasifikatori, nezajimame se také o inter-
pretaci u; a chapeme tyho hodnoty pouze jako néjaké obecné vahy klasifikace do ti¥idy
C;.

3 Souborové metody

Je zfejmé, 7e pokud chceme vytvorit kvalitni tym klasifikitori, mély by vSechny tyto
klasifikatory dostatecné kvalitné predikovat. Trénovaci a testovaci chyby jednotlivych kla-
sifikitort v8ak nejsou jedinym kritériem ovlivhujicim kvalitu vysledného klasifikitoru —
dilezita je také rozmanitost klasifikitori. Tym navzajem nezavislych a rozmanitych kla-
sifikitort muze dosahovat dobrych vysledku. Jsou-li vSak klasifikitory v tymu "pozitivné
zavislé", tj. maji zavislé chyby (jestlize néktery klasifikator predikuje $patné, potom také
mnoho ostatnich klasifikitoru predikuje $patné), tym takovychto klasifikitora obvykle do-
sahuje horsich vysledki nez nejlepsi z klasifikitoru v tymu. Klasifikitory v tymu mohou
byt vSak takové, Ze pouze nékolik malo klasifikatori predikuje Spatné a ostatni predikuji
spravné pro kazdy vzor; v tomto pfipadé neméa smysl tyto klasifikitory kombinovat, nebot
predikci nelze déle zlepSovat.

K méfeni rozmanitosti tymu klasifikditori mizeme pouzit rizné miry nékolik mér
rozmanitosti je analyzovano a porovnano mezi sebou v |7|. Zde je také diskutovana role
rozmanitosti tymu na chybovost findlniho klasifikatoru. Dalsi mira rozmanitosti, zaloZzena
na entropii, je popsana v |8|. V1iv rozmanitosti tymu klasifikatori na vyslednou kvalitu
klasifikace je stale predmétem vyzkumu.
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Bagging Vytvaiime soubor klasifikitori ¢4, .. ., ¢y, trénovaci mnozina je 7 = {x; € X|i =
L,...,m}:

1. Nastavime j = 1.

2. Vzorkujeme m-krat s vracenim z trénovaci mnoziny 7 s pouzitim stejnomérného
rozdéleni, tj. P(x;) = 1/m Vi, ¢imz ziskdme novou trénovaci mnozinu 7;.

3. Vytvoiime klasifikator ¢; s trénovaci mnozinou 7.

4. Pokud j < k, zvysime j o 1 a vratime se ke kroku (2), jinak skon¢ime s vystupem

¢1,...,¢k.

Obrazek 1: Algoritmus bagging

V literatufe muzeme najit rizné metody pro vytvareni tymu rozmanitych klasifika-
torti. Mezi nimi jsou ¢asto pouzivany souborové metody. Tyto metody konstruuji mnozinu
klasifikatoru stejného typu, které se lisi pouze svymi parametry nebo maji riizné trénovaci
mnoziny. V tomto ¢lanku popiseme metody nazyvané bagging a boosting, které pracuji
s modifikacemi trénovaci mnoziny. Setkdvame se vSak i s metodami kostruujicimi napft.
k-NN klasifikatory s riznymi metrikami ([1]), SVM klasifikatory s riznymi jadrovymi
funkcemi, nebo neuronové sité s riznymi architekturami.

Idea metody bagging (Bootstrap AGGregatING) byla publikoviana Breimanem v |2].
Bagging vybira z trénovaci mnoziny vzorky pomoci metody zvané bootstrap (ndhodny,
rovnomérné rozdéleny vybér s vracenim, stejné velikosti jako je trénovaci mnozina), a
takto vzniklou mnozinu vzori pouzije jako novou trénovaci mnozinu pro konkrétni kla-
sifikitor. Nékreré vzory jsou vybrany vice nez jednou, nékteré naopak nejsou v nové
trénovaci mnoziné piitomny vibec. Algoritmus bagging je popsan na Obr. 1.

Jiny piistup, prezentovany napt. v 4], se nazyva boosting. Boosting je obecnd me-
toda strojového uceni pro zvySeni kvality slabého (tj. jednoduchého) klasifikatoru, ktera
pracuje tak, ze opakované pousti dany slaby algoritmus, pficemz trénovaci data jsou vy-
birana v kazdém béhu na zékladé jiného rozdéleni. V tomto ¢lanku popiseme algoritmus
AdaBoost (Freund and Schapire |4]). AdaBoost pouziva techniku podobnou bootstrapu,
pouze s tim rozdilem, Ze pravdépodobnost vybéru vzoru z trénovaci mnoziny neni pro
vSechny vzory stejnd a v ¢ase se méni. Prvni klasifikator je vytvoren pomoci bootstrapu
(se stejnomérnym rozdélenim). Poté spocteme trénovaci chybu tohoto klasifikitoru (po-
moci puvodni trénovaci mnoziny) a tém vzorum, které jsou klasifikovany $patné, zvysime
pravdépodobnost vybéru. (Pokud je trénovaci chyba klasifikdtoru pfilis vysoké, napf.
vyssi nez 0.5 pro binarni klasifikator, tento klasifikitor nepouzijeme a pravdépodobnosti
vybéru jednotlivych vzori nastavime opét stejnomérné.) Poté cely proces vybéru opa-
kujeme. Kdyz mame zkonstruovin pozadovany pocet klasifikatori, je agregace obvykle
provadéna pomoci vazeného priumeéru, kde jednotlivé vahy koresponduji s piislusnymi
trénovacimi chybami. Samoziejmé vSak mizeme pouzit libovolné jiné agregac¢ni pravidlo.

Zde popiseme algoritmus AdaBoost.M1, ktery je pouzitelny pro binarni klasifikaci. V
[4] je popséna také modifikace pro klasifikaci do vice t¥id, algoritmus AdaBoost.M2. Tyto
dvé metody splyvaji v pripadé binarni klasifikace a 1i§i se pouze v problémech klasifikace



Spojovani klasifikatori 173

AdaBoost.M1 Vytvaiime soubor klasifikitort ¢y, ..., ¢y, trénovaci mnozina je 7 = {x; €
Xl|i=1,...,m}; pro kazdy trénovaci vzor x; zname odpovidajici index t¥idy y;:
1. Nastavime j = 1.
2. Nastavime diskrétni pravdépodobnosti P;(x;) = 1/m Vi.
3. Vzorkujeme m-krat s vracenim z trénovaci mnoziny 7, pomoci diskrétniho rozdéleni
P;, ¢im7 ziskdime novou trénovaci mnozinu 7;.
4. Vytvorime klasifikitor ¢; s trénovaci mnozinou 7.
5. Spocitame vazenou chybu klasifikitoru ¢,:
err; = Z Pj(x;)
:¢(xi)#Yi
6. Pokud err; > 0.5, odstranime klasifikdtor ¢, a vratime se k (2).
7. Nastavime §3; = err;/(1 — err;).
8. Aktualizujeme P:
Finto) = D2 {3 proof) =
C 1 jinak
kde C'= )", Pj(x;) je normaliza¢ni konstanta.
9. Pokud j < k, zvysime j o 1 a vratime se k (3), jinak skon¢ime s vystupem ¢y, . .., ¢

Pokud je k agregaci klasifikdtorti pouZit vaZeny primér, nastavime vahy w; = log ﬂi
J

Obrézek 2: Algoritmus AdaBoost.M1

do t¥i a vice t¥id; z duvodu lep§i srozumitelnosti popiseme pouze AdaBoost.M1. Je popsan
na Obr. 2.

Metody boosting a bagging jsou experimentalné porovnany v |4|, kde ve vétsiné pii-
padi dosahuje lepsich vysledki algoritmus boosting. V [3] se autofi zabyvaji teoretickymi
aspekty baggingu a boostingu a je zde prezentovana nové tiida souborovych metod, na-
zyvana arcing (specialnim piipadem této metody je boosting).

4 Agregace klasifikatort

Poté co vytvoiime soubor skladajici se z k klasifikitort ¢y, . . ., ¢, je nutné jejich vysledky
agregovat, abychom ziskali finalni klasifikitor. Vystup souboru mizeme strukturovat do
matice k x N:
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¢1(x) pra(x) pip(x) ... prn(x)
P2 (x) p21(X)  p22(X) ... p2N(X)

: = - : (5)
Pr(x) pea(X) pr2(x) oo N (%)

kde p; j(x) je vaha klasifikace x € C}; piifazena klasifikatorem ¢;. V [6] je tato matice
nazyvana rozhodovaci profil.
Pro agregaci vystupi klasifikatori pouzijeme agregac¢ni pravidlo F:

O(x) = F(d1(x), ..., dr(x)), (6)

kde ® je finalni klasifikitor. Obvykle je ® 'measurement’ klasifikitor a pro finalni predikci
je jeho vystup pieveden na ostry pouZzitim (4).

Velmi dobry ptehled a experimentalni porovnani riznych agregac¢nich pravidel je
mo7né nalézt v [6]. V této praci uvedeme néktera v literatuie Casto se vyskytujici agre-
gac¢ni pravidla. Tato pravidla muzeme rozdélit do ¢tyr hlavnich skupin aritmeticka
pravidla, pravdépodobnostni pravidla, fuzzy pravidla a hierarchicka klasifikace.

4.1 Aritmeticka pravidla

Nejjednodussi pravidla pouzivaji pro agregaci vystupu klasifikatori pouze jednoduché
aritmetické operace. Muzeme pouzit napft.:

e hlasovéni (pro ostré klasifikdtory) — kazdy klasifikitor ma jeden hlas a t¥ida s maxi-
malnim poc¢tem hlasu je prohlaSena za vystup. Patové situace jsou feseny libovolné.

e maximum pro kazdy sloupec matice (5), pouZijeme pouze maximalni hodnotu,
tedy:

pi(x) =max{u, ;(x)li=1,...,k}, j=1,...,N
e minimum — stejné jako predchozi, pouze pouzivime minimalni hodnotu:

pi(x) =min{pu, j(x)[i=1,...,k}, j=1,...,N

e primér tento piistup se snazi aproximovat "typickou vahu klasifikace" pro kazdou
tfidu pres vSechny klasifikatory:

| =

pi(x) =

k
Z:uz,j(x)a j - 17"'7N
i=1

e vazeny prumér predpokladejme, 7e mame definovanu vahu w; pro kazdy klasifi-
kator (napf. vahy z algoritmu AdaBoost.M1). Pomoci téchto vah muzeme ptiradit
vétsi dilezitost tém klasifikitortim, které predikuji 1épe nez ostatni:
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e soudin vaha klasifikace do tfidy C; je dana jako soucin hodnot i-tého sloupce
matice (5):

:UJ'(X):H/%,J'(X)> j=1...,N (7)

4.2 Pravdépodobnostni pravidla

Zde uvedeme dvé rizna agregac¢ni pravidla, kterd vyuzivaji teorie pravdépodobnosti —
behavior knowledge space (BKS) a souc¢inové pravidlo. BKS vytvaii véechny mozné kom-

vvvvvv

pravidlo aproximuje aposteriorni pravdépodobnost, 7Ze vzor nélezi do j-té t¥idy pro dané
j.

e behavior knowledge space (BKS) — tento pfistup pracuje s ostrymi klasifikatory.
Nejprve vygenerujeme vSechny mo’né kombinace ostrych vystupu (indexu t¥id)
a poté v kazdé kombinaci prohlasime za vystup nejc¢astéjsi t¥idu (mezi témi vzory
7 trénovaci mnoziny, pro které klasifikatory v souboru davaji odpovidajici kombinaci
indexu t¥id). Napiiklad pokud méme k = 5 klasifikitori a N = 3 tiidy, mozné
kombinace indext jsou:

[1,1,1,1,1)[1,1,1,1,2][1,1,1,1,3][1,1,1,2,1]...[3,3,3,3, 3]

Pokud je v prvni kombinaci [1, 1, 1, 1, 1] (tj. vzory trénovaci mnoziny, pro které kazdy
klasifikator predikuje tiidu C) r,s,t reprezentantu t¥id C7,Cy a Cs, je za finalni
vysledek v této kombinaci brana tiida argmaxc, ¢, c,{7, s,t}. Patové situace jsou
feSeny libovolné.

e soucinové pravidlo — pokud miizeme vystupy klasifikitoru interpretovat jako od-
hady aposteriornich pravdépodobnosti, tj. u; ;(x) = Pi(x € Cy|x), a klasifikatory
®1, - .., O jsou navzajem nezavislé, pak ma souc¢in hodnot sloupci matice (5) (po-
psany v piedchozi podkapitole) také pravdépodobnostni interpretaci . Pokud vez-
meme v avahu také apriorni pravdépodobnosti jednotlivych ti¥id P(CY), ..., P(Cy),
P(OJ) _ #{xeT|xeCy}

= dostaneme finalni Bayesovsky optimélni odhad:

pi(x) = PO J= N

g ey

4.3 Fuzzy pravidla

Pokud muzeme interpretovat tiidy C1, ..., Cy jako fuzzy mnoziny a vystupy klasifikatoru
1;(x) jako hodnoty p¥islusnosti x do t¥idy C;, miuzeme pro agregaci klasifikatora pouzit
pristupy fuzzy logiky. Porovnani fuzzy a 'monfuzzy’ p¥istupu pro spojovani klasifikatori
lze nalézt v [5].

e fuzzy integral — nechf je univerzem mnozina vSech klasifikitora U = {¢y, ..., ér},
g fuzzy mira na U (reprezentujici dulezitost, nebo kvalitu klasifikatori) a A;(x) =
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Fuzzy integral
1. Zvolime k fuzzy hustot g™, ..., ¢®). Tyto hodnoty mohou byt napi. odhady pies-

nosti klasifikdtoru.

2. Spocitame A jako jediny redlny kofen vétsi nez —1 rovnice:

k
A 1=]J@+ A"

i=1

3. Kdykoliv je vzor x piedloZen ke klasifikaci, provedeme kroky (4)-(7) pro j =
1,..., N.

4. Set¥idime j-ty sloupec matice (5) v rostoucim potadi, ¢im?7 ziskame hodnoty piislus-
nosti pi, ;(x), ..., ti, ;(x).

5. S(etfidime fuzzy hustoty v odpovidajicim potadi: g, ..., g(*) a nastavime g(1) =
g\,

6. Prot =2,...,k spocitame
g(t) = g™ +g(t — 1)+ Ag™g(t = 1)
7. (a) Pro Sugenuv integral, finalni hodnota je

ps(x) = e {min{jus (%), 9(6)})

(b) Pro Choquetiv integral, finalni hodnota je

i (%) = piy 5(x) + Z (luit—l,j(x) - Mu,j(x)) g(t—1)

t=2
Obréazek 3: Fuzzy integral

(p15(%), ..., prj(x))T j-ty sloupec matice (5) (reprezentujici piislugnost x do tifdy
C; pro vSechny klasifikatory). A;(x) mize byt chapana jako fuzzy mnozina na U.
Fuzzy mira g miZe byt spo¢tena z k bodovych hodnot miry ¢V, ..., ¢ (nazyvaneé
fuzzy hustoty). Poté muzeme pouzit Sugeniiv nebo Choquetiv fuzzy integral pro
agregaci A;(x) pomoci g. Agregace pomoci fuzzy integralu (jak je popsana v [5]) je
zobrazena na Obr. 3.

e rozhodovaci $ablony tato technika je popsana v [6]. Pro kazdou tiidu C; je defino-
vana rozhodovaci Sablona, ktera vyjadiuje typicky vystup souboru pro tuto t¥idu,
jako k& x N matice DT}, jejiz prvky jsou prumeéry vystupi souboru pfes vSechny
trénovaci vzory nalezici do C}:

. ZXET:XGCJ' M"“,S(X)
C #{xeT:xeCj}

(DT5)rs (8)
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Matice (5) a DT} interpretujeme jako fuzzy mnoziny na univerzu U s k x N prvky.
Pokud je ke klasifikaci dan vzor x, spo¢itdme vystup souboru (5) a spoc¢itame néja-
kou miru podobnosti tohoto vystupu a rozhodovaci sablony pro kazdou t¥idu. Tyto
miry podobnosti mohou byt napf. fuzzy miry podobnosti téchto mnozin, miry fuzzy
inkluze, miry konzistence, nebo libovolna maticova norma rozdilu téchto matic. V |6]
je popsano 11 ruznych mér podobnosti a také je zde experimentalné porovnan efekt
jednotlivych mér. Podle experimentélnich vysledki praci [6] a [5] mizeme doporuéit
Euklidovskou normu, nebo S3 miru podobnosti: necht A, B jsou fuzzy mnoziny na
U a pia, i jejich funkce piislusnosti. Potom definujme

S3(A, B) =1—|[AA B,
kde [|A]| znadi relativni kardinalitu fuzzy mnoziny A a
ANB=(ANB)U(ANB),

kde N je fuzzy prunik, U fuzzy sjednoceni a - je fuzzy komplement.

4.4 Hierarchicka klasifikace

Na vystup (5) souboru klasifikatori se mizeme divat také jako na vektor piiznaki € [0, 1]
délky kN. Tento prostor miizeme pouzit jako vstup pro jiny ostry klasifikitor "vyssi
arovné" @ : [0,1]*Y — {1,..., N}. Tento p¥istup ma nevyhodu v tom, 7e pokud klasifi-
katory ¢1,. .., ¢ predikuji "skoro ostré indexy" (tj. pouze jedna slozka vektoru ¢(x) je
blizka jedné a ostatni slozky jsou blizké nule), pak kovarianéni matice trénovacich vzori
jsou blizké singularni matici. Proto kdykoliv pouzivime normalni rozdéleni pro mode-
lovani rozdéleni vzori ve t¥idach (napf. u Bayesova klasifikitoru), vysledky mohou byt
nepiesné.

b Zaver

V tomto ¢lanku byly popsany riizné pristupy spojovani klasifikdtori, byly uvedeny mozné
matematické modely klasifikitori, které mohou byt pouzity ke spojovani klasifikatori
a také byly popsany dvé metody (bagging a boosting) pro vytvafeni souboru klasifi-
katoru. Také byly popsany nékteré casto pouzivané metody pro agregaci klasifikator.
V budoucnu bych se chtél zabyvat fuzzy agrega¢nimi pravidly a zejména pro agregaci
pouzit jiné typy fuzzy integralii nez Sugeniv a Choquetiiv. Také mam v timyslu zabyvat
se pouzitim Mamdani-Assilianova fuzzy regulatoru pro agregovéani klasifikator.
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Abstract. We present a statistical study of solar wind electrons using data from missions HELIOS
I collected in the ecliptic plane covering the radial distance from the Sun from 0.3 up to 1 AU.
We focused on the electron temperature anisotropy which control mechanisms are still not well
understood. For this purpose we looked at the temperature anisotropy as a function of two
important parameters, namely the electron collisional age A, defined as a number of collision
suffered by an electron during the expansion of the solar wind and the electron parallel plasma
beta [, to see whether the electrons are constrained by some instabilities or driven by collisions.
The temperature anisotropy was computed by fitting the measured electron velocity distribution
functions (eVDF) with a core-halo model defined as a sum of a bi-Maxwellian and a bi-Kappa
function representing the core and halo population respectively.

Abstrakt. Uvadime statistickou studii vlastnosti elektronti ve sluneénim vétru na datech z
druzice HELIOS I namétenych v roviné ekliptiky ve vzdalenosti mezi 0.3 a 1 AU od Slunce.
Zaméfili jsme se na teplotni anisotrpii, jejiz kontrolni mechanismy nejsou stale do detailu
prozkoumény. Teplotni anisotropie je zde zkoumana jako funkce dvou dtlezitych parametri,
a sice prumérného poctu srazek uskuteénénych béhem expanze sluneé¢niho vétru a elektronového
paralelnfho plasma beta, abychom mohli porovnat, do jaké miry je ovlivnéna srazkami nebo
moznymi nestabilitami. Vypocet teplotni anisotropie byl proveden fitovinim namérenych elek-
tronovych distribu¢nich funkci teoretickym modelem skladajicim se ze sumy bi-Maxwellovského
a bi-Kappa rozdéleni.

1 Introduction

Observed electron velocity distribution functions (eVDFs) of the solar wind permanently
exhibit three different components: a thermal core and a supra-thermal halo, which are
always present at all pitch angles, and a sharply magnetic field aligned strahl which is
usually antisunward-moving [1]. At 1 AU, the core has a typical temperature of 10° K
and represents about 95% of the total electron number density. The halo population
has a typical temperature of 7 x 10> K and represents with the strahl the remaining
portion of the total electron number density. The distribution functions of the main two
populations, the core and halo, are isotropic in the plane perpendicular to the ambient
magnetic field while they can differ in the parallel direction. We can thus speak about
the parallel (7])) and perpendicular (7",) electron temperature which are defined by the
second order moment of the eVDF - the pressure tensor.

*Special thanks also to my second advisor Milan Maksimovic (LESTA, OBSPM, Meudon, France)
which is responsible for my jointly-supervised PGS in France.
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The ratio between the parallel and perpendicular electron temperatures 7 /7" is
typically found at 1 AU around 1.1 [1], thus the electron distributions are nearly isotropic
while at their origin (closer to the Sun) the parallel temperature is usually greater then the
perpendicular one. One of the basic issues of the solar wind plasma physics, which is still
note well understood, is the question of what controls this isotropisation process during
the solar wind expansion. The main two candidates which are believed to be responsible
for this phenomenon are the Coulomb collision and the kinetic micro-instabilities related
with the anisotropic particle distributions.

In this paper we present a statistical description of these effects on a sufficiently
large dataset. We used eVDF measured onboard the HELIOS T spacecraft and we fitted
them with an analytical model of the core and halo populations to get the estimations
of the both temperatures and compared them with electron parallel plasma beta, which
is related to the instabilities, and the electron collisional age, the number of collision
suffered by an electron during the expansion of the solar wind.

2 Instrument and Data

For our data set we have used eVDFs measured onboard the spacecrafts HELIOS I.
This data set includes roughly 100 000 measurements covering the radial distance in
the ecliptic plane from 0.3 up to 1 AU. The time interval of these data samples starts
from the beginning of the year 1975 to the end of 1978. The Helios I spacecraft [9| was
launched in 1974 into an ecliptic orbit with a perihelion around 0.3 AU and aphelion
reaching the Earth’s orbit. The electrons onboard this satellite were measured by the
energy analyzer 12 described by [11]. Basically the instrument measured 2-D distribution
function with eight angular 15° wide sectors spaced 45° apart from one another. The
range of the instrument covers energies from 0.5 to 1660 eV and the time resolution of
the measurements is 40 s. Since we are interested in the 7j/T ratio we need to have
the distribution as a function of v; and v where the indices have the same meaning as
for the temperatures. Because the field of view of the detector lies in the ecliptic plane
whatever is the direction of the magnetic field, we had to first make a preselection of all
the measurements. In order to have eVDFs in the (v, v)) plane only data samples where
the angle between the magnetic field vector and the ecliptic plane was smaller then ~ 6°
were used for the analysis.

3 Method

The electrons in the solar wind typically exhibit three different populations: a nearly
isotropic thermal core, representing roughly 95% of the total density, a suprathermal
halo and a magnetic field aligned strahl. The strahl component isn’t still well analytically
described and it is thus hard to separate or fit it. Account on this, we use only the
core-halo model

fM:fc+fh (1)

where f. and f;, corresponds to the core and halo component respectively, and we fit
only data points measured in the sunward direction where the strahl is not presented
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(assuming that the core and halo populations have the same properties in the anti-
sunward direction). We have also thrown away data points below the one count level.
The core population is well described with the bi-Maxwellian

m

3/2 1 m 1 1 5
_ — | = — 2
Je=me (27Tk> Tci\/TcH P |: 2k (TcJ_UL " TCIIUH)} ( )

where n, is the core density, m is the electron mass, k is the Boltzmann constant and
T., and T are the core perpendicular and parallel temperatures respectively. The halo
usually exhibits non-thermal properties and is therefore more convenient to fit it with a
bi-Kappa distribution function

m

> I'(k+s) m 1, 1 L\ ©°
o= (m% - 3)) Thiy/T Tk + s — ) (1 Tk 3) (T ! Th“”»

(3)
where again ny, is the halo density, m is the electron mass, k is the Boltzmann constant and
T, and T, are the halo perpendicular and parallel temperatures respectively (in fact
these are not exactly the temperatures but the corresponding moments of the eVDF).
Maksimovic et al. |7|] showed that this model is more convenient then the classical
one the sum of two bi-Maxwellians [1]. In total we have seven parameters to fit
Nesnp,Tey Ty, Ty, Ty and k. For the fitting it’s better to transform this set of parameters
into another one — n,a,T,3,7,0 and k - where the transform relations are as follows

np

n=n.+n, o= T ="

nc+nh (4)
B=Ty/Ter ~v="Ty/The 6="Tn/ Ty

Using these substitutions we can better control the fitting process, mainly the anisotropy
and the relation between the two different populations. The core and halo formulas
written in the new variables are

fo=n—a) (5o) "8 (%)/ exp |~ (502 +08)] )

and

m 3/2 1\%? ['(k+s) m 1 T
Jn=na (Wk(Qka - 3)) v ((5_T> T(rts—9) (1  @n e O “’2))

Instead of fj;, we are fitting the logarithm of the distribution function, log fys, in order
to take into account also the high energy tales of the halo population which are some
orders of magnitude lower compared to the core part of the eVDF. Since the model is
not linear in all of the parameters, we use an iterative fitting technique based on the well
known Levenberg-Marquardt algorithm [8].

Typically the measured eVDFs are influenced by several effects and some corrections
must be done before applying the fitting process. First of all the measured eVDFs are
modified by the S/C potential by which the solar wind electrons are de/accelerated and
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their energy is changed and therefore the computed moments of the eVDFs are incorrect
(see [12]). However if we assume that the S/C potential is isotropic around the detector,
the ratio 7', /7}; will remain unaffected. In this study, we didn’t consider this effect
and for further analysis we took the correct electron density from other electron/ion
measurements. Second the core population is polluted by the cold photoelectrons emitted
from the spacecraft body. This part of the eVDF has to be removed from the analysis
using an energy cutoff. This energy threshold was set to 10 eV in our case. Last thing
we have to do before the fitting is the velocity shift to the solar wind plasma frame. The
eVDFs are measured in the spacecraft frame while our model expects plasma at rest thus
the S/C velocity (usually negligible for the electrons) and the solar wind bulk speed,
taken from the ion measurements, has to be subtracted from the measured one.

4 Results

The purpose of the present study is to statistically describe the temperature (an)isotropy
of the solar wind electrons with respect to the electron collisions and the electron parallel
plasma beta. We computed the temperature anisotropy by fitting the measured electron
velocity distribution functions as described above. This method was applied on about
100 000 samples of measured eVDFs representing four consecutive years in the solar wind
which can be taken as a sufficient statistical data set. For our iterative fitting algorithm
we set the initial parameters to

n=>50e6 a=005 T =105 k=25
6=1.0 vy=10 6=6.0

which are typical values for the solar wind and constrained them as

n € (1.0e4,5.0e8) o € (0.001,0.15) 7T € (1.0¢3,1.0¢7) & € (1.9,10.0)
B e (0.2,8.0) v€(0.2,80) &€ (3.0,12.0)

Figure 1 shows one example of cuts trough a fitted eVDF representing all eight angular
sectors measured with the 12 instrument. Only points represented by asterisks are fitted
while points represent by dots are data which are not taken into account because of the
strahl population or the one count level.

4.1 Instabilities

The typical conditions in the solar wind implies that the electrons are collisionless. It
means that their collective behavior is driven by the wave-particle interactions, rather
than by particle Coulomb collisions. For a sufficiently large anisotropy in the particle
distribution function an plasma instability can arise which produces field fluctuations.
They in turn lead to wave-particle interactions pushing the plasma again toward the
isotropic state. The minimum anisotropy needed to give rise to these fluctuations, called
the instability threshold, represents thus a constraint on the 7'; /T, ratios which can in
the solar wind occur. There are in fact two cases of these instabilities.

The first one is the case where 7', /T > 1. For a bhi-Maxwellian distribution and a
sufficiently homogeneous plasma, the fastest growing instability caused by this anisotropy
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Figure 1: Example of fitted eVDF from Helios measurements. The panels show cuts
trough the eVDF, the corresponding pitch angles are in the lower corners of the panels.
Points represented by asterisks are fitted while points represent by dots are data which
are not taken into account because of the strahl population or the one count level.

is the whistler instability [5]. The electrons are cyclotron resonant in this case while the
protons are not, thus the proton temperature has no effect on the properties of this
instability. In the opposite case where T /Tj| < 1 the electron firehose instability can
arise [3|. Here the electrons are nonresonant while now the protons are so the maximum
growth rate for this instability is a function of the proton temperature. The curves of the
constant maximum growth rates derived from the linear theory (neglecting the non-linear

effects) can be approximated as
Tl a
— =1+ (7)
T Bi
where the parameter a is positive for the whistler instability and negative for the firehose.
The value ) is the electron parallel plasma beta defined as

STnkT,
B = % (8)

where n is the electron density, &k is the Boltzmann constant, T} is their parallel temper-
ature and B is the background magnetic field. The 3 parameters measure the relative
importance of the particle kinetic and magnetic field pressures. The plasma is called
low-beta for # < 1 and high-beta for # = 1, both cases are to be found in the solar wind
plasma.

The results for our data set are displayed on fig. 2 as histograms of the relative
frequencies of T /T}; vs. ). The histograms are over plotted with curves representing
the maximum growth rates for the whistler (dash-and-dot line) and the firehose (dashed
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Figure 2: Relative frequency histograms of the T, /Tj vs. ) for the core (upper panel) and
halo (lower panel) electron populations. The curves representing the maximum growth
rates for the whistler (dash-and-dot line) and the firehose (dashed line) instability.
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line) instability. While there is a nice correlation for the core (and also for the halo)
with the whistler instability, it seems that for 7', /T}| < 1 the anisotropy isn’t completely
controlled by the firehose instability.

4.2 Collisions

The solar wind plasma is usually treated as a collisionless medium because of its relatively
low density and high temperature. With a typical density and temperature of 5 cm=3
and 1.5 K respectively at 1 AU the Coulomb mean free path length \,, is of order 10 km
which is comparable with the length scales of the system. Nevertheless it’s interesting
to see if the rare collisions can play any role in the isotropisation of the electrons in the
solar wind.

In order to compute the number of collision suffered by an electron during the ex-
pansion of the solar wind from the corona, we can use the same way as it was done in
[10]. The collision frequency between two electrons producing a transverse diffusion can
be approximated as

Ve R 7.7106_6neTe_3/2 InA 9)

where T, is the electron temperature in eV, n, is the electron density given in cm~3, and

InA (~ 25.5) is the Coulomb logarithm. If we add also the collisions with protons and
a-particles, the total collision frequency will be

VeJ_,total ~ 2-55V6J_- (10)

Then the number of collisions - the collisional age A, - is obtained by integrating the
total frequency from some initial distance ry to distance R where the plasma parameters
are measured. Thus

tr
Ae :/ VeJ_,total(T)dT (11)
0
where (vg, denotes the solar wind bulk speed)
R—
r=7ry0+1ts = tp= TO. (12)
US'LU

and rq is the initial distance from which we count the collisions. If we assume a constant
Vg and that n. and T, vary with the radial distance as r=2 and r~® respectively we can
write

K KR? R?
ne(r) = T_Q = R2y2 = ne( )F (13)
and similarly
K KR® R*
TB = — = = T@ R _— 14
=t BT (14)
Inserting this into (9) and using (12), the frequency as a function of time is
R 2- 1.5
el total = 2.9V (R) | ——— 15
Vel total VL( )(To—i-tvsw) ( )

where

Ver (R) =~ 7.710e 5o (R)T.(R) >/ In A (16)
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Now integrating of (11) results in

T0

1-1.5c
A, = 2550, (R)-2 - () (17)
e 150 — 1

The parameter a depends on the solar wind properties, it varies for the slow and fast
wind and also for the core and halo population (see |4, 6, 2]). The values we have used
are displayed in Tab. 1. The initial distance rq was set to 0.2 AU, less then the minimum
distance of our data samples.

core halo

slow wind 0.4
fast wind | 0.6 0.3

Table 1: The variation exponent of the electron temperature « differs for the slow and
the fast solar wind and depends also on the electron population (core/halo). For this
study we have used values displayed in this table.

The correlation between the 7', /T ratio and the computed collisional age are repre-
sented on figure 3 in the similar manner as for the instabilities. The upper panel is again
for the core population and the lower one shows the results for halo.

5 Discussion

Our resulting plasma parameters are in agreement with those usually observed in the solar
wind. As we have shown both, the anisotropy instabilities and the electron collisions,
constrain the 7 /Tj| ratio in the solar wind plasma. In the case of the instabilities the
upper limit of the temperature ratio is well corresponding with increasing plasma beta to
the whistler electron instability for both the core and the halo population. The constraint
by the firehose instability for 7', /7}; < 1 is not so obvious. For the halo, it can be because
of the used model where the electrons are supposed to have a bi-Maxwellian distribution
while the real observations are closer to the bi-Kappa function. But also for the core
there can be some other effects which bounds the ratio of the temperatures. Also the
electron-particle Coulomb collisions, which are usually neglected because of their low
frequency in the solar wind plasmas, are related with process of isotropisation of the
velocity distribution function as displayed on figure 3 where we can see a small trend
between the electron collisional age and the 7', /T};. Next step in our study will be to
look at the evolution of the electron anisotropy with the increasing radial distance from
the Sun including also data from other mission, namely the CLUSTER and ULYSSES,
to cover the radial distance up to 4 AU.
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Figure 3: Relative frequency histograms of the 7', /T}, vs. A, for the core (upper panel)
and halo (lower panel) electron populations. A small trend can be seen for both popula-
tions pushing the temperature ration toward 1 with increasing number of collisions.
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Abstract. The ability to extract information stored in a trained artificial neural network in the
form of logical rules is important for ,explanation of the network’s behaviour — the retrieved rules
can help us to comprehend how the neural network reaches decisions, determine and understand
which properties of the processed data are important, and last but not least the gathered rule
sets can be subsequently used in other applications. Usage of artificial neural networks in the
field of ,mission critical“ applications requires a verification of the network, and a rule extraction
techniques appear to be a natural choice. However many methods and algorithms from this area
to date are based on a heuristics and thus possess some important disadvantages computational
and algorithmic complexity and minimal possibilities to estimate or limit error. The REBAP
algorithm, whose analyze and modifications are subject of this paper, is not perfect but seems
to be quite promising.

Abstrakt. Schopnost extrahovat ve formé logickych pravidel informace uloZzené v naucené neuro-
nové siti je diilezita pro vysvétleni“ fungovani dané neuronové sité ziskana pravidla nAm mohou
pomoci pochopit jak se neuronové sit rozhoduje, zjistit a pochopit které vlastnosti zpracovava-
nych dat jsou dileZité, a v neposledni fadé lze takto ziskana pravidla dale vyuZzivat. Analyza
naucené neuronové sité je dulezita také z hlediska verifikace jeji spravné funkce, coz je dualezité
zejména pro nasazeni neuronovych siti v tzv. ,mission critical“ aplikacich. Mnoho souc¢asnych
metod a algoritmi 7 této oblasti je vSak zalozena na principu heuristiky a jako takovd ma dva
zékladni nedostatky — vysokou vypocetni ndro¢nost a minimalni moznosti odhadu chyby. Jako
pomérné slibny se jevi algoritmus REBAP publikovany, jehoz zdkladnimu rozboru a moznostem
dalsiho vyvoje se vénuje tento text.

1 Uvod

Umeélé neuronové sité se béhem zhruba 60 let, které uplynuly od formulace jejich za-
kladi ve 40-tych letech 20. stoleti, staly velice popularnim prostfedkem umélé inteligence.
7 velké miry k tomu prispéla jejich zna¢né flexibilita a relativni jednoduchost pouziti,
stale sofistikovanéjsi metody konstrukce a algoritmy uceni, ale také rozmach vypocetni
techniky.

Stale sirsi vyuziti umélych neuronovych siti vSak pt¥inasi i potiebu metod pro jejich
efektivni analyzu, zaméfenou zejména na verifikaci jejich funkce nebot neuronové neuro-
nové sité obecné po nauceni funguji v podstaté jako cerna skiinka. Casto se Fiké 7e znalosti
a informace ziskané béhem faze uceni jsou v neuronové siti ulozeny ,rozprostiené* napii-
klad prostiednictvim vah (synapse) resp. vychyleni (neurony), a jejich dalsi pFimé vyuziti
je tedy nemo7zné.

189
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Schopnost ziskavat ve srozumitelné formé informace nastfadané v neuronové siti bé-
hem procesu uceni je velmi dilezita zejména z nasledujicich dvou (velmi tizce souvisejicich
davodu):

e ovéfeni funkce sité Odpovéd na otazku ,Nechova se sit pro nékteré vstupy neoce-
kédvané?“ je dulezitd zejména pro tzv. mission critical systémy, u kterych by jedina
chybna odpovéd sité mohla znamenat velké Skody na majetku nebo dokonce na
lidskych Zzivotech.

e dalsi vyuziti ziskanych informaci — Pfirozenou moznosti je pochopitelné vyuziti
neuronové sité pouze jako prostiedku pro extrakci pravidel z dat, tj. jako néastroje
tzv. data-miningu. Napfiiklad pokud by vystupem analyzy byla logicka pravidla je
mozné jejich vyuziti jako vstupi v riznych podpurnych a expertnich systémech.

Dalgi duvody k rozvoji metod extrakce pravidel z neuronovych siti a podrobnéjsi vysveét-
leni téch zde uvedenych lze nalézt naptiklad v [1].

Néasledujici odstavec 2 obsahuje velmi stru¢ny tivod do umélych neuronovych siti —
obsahuje zejména definice zakladnich pojmu pouzivanych dale v textu a uvadi néko-
lik ilustrac¢nich moznosti vyuziti neuronovych siti. Odstavec 3 se zabyva obecné extrakei
pravidel z neuronovych siti, pficemz uvadi ptriklady nékolika metod, a uvadi nékolik vlast-
nosti které by ,idedlni* metoda pro extrakci pravidel méla mit. Konecné odstavec 4 se
podobnéji zabyva algoritmem REBAP popsanym F. Maire v ¢lanku |[3].

2 Kratky avod do neuronovych siti

Jak jiz nadzev napovida, je predobrazem umeélych neuronovych siti nervova tkan, a z toho
plyne také podobnéa vnit¥dni struktura. Uméla neuronova sit je skupina navzijem propo-
jenych neuronu, provadéjicich relativné jednoduché vypocty na zakladé vstupu z okolnich
neuront (viz. obrazek 1).

hn Y2
N fo
(W, 7) -6 (W, @) — Oy
1 To T3 Ty Ts Lg

Obrézek 1: Zékladni elementy umélé neuronové sité
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Jednoduchy vypocet je v kazdém neuronu realizovan aktivaéni funkei f: R — R (ne
nutné stejnou pro viechny neurony), jejim7 vstupem je ,celkova intenzita“ na vstupu neu-
ronu dana )" w;x; kde xq,. .., z, jsou neurony ze kterych dany neuron pfijima signaly,
a vihy wy, ..., w, reprezentuji ,,aitlum* na jednotlivych synapsich. Casto je neurontim pii-
fazovan jesté parametr 6 interpretovany jako ,vychyleni, a funkce realizované v kazdém
neuronu je tedy dana piedpisem

f Zwi'ﬂfi—e :f(<?,ﬁ>)—9) (1)
i=1
kde (7', w) je skalarni soucin vektortt @ = (x1,...,2,) a W = (w1, ..., w,).

V nasledujicim textu jsou vyuzivany vyhradné tzv. vrstevnaté feed-forward neuronové
sité, tj. sité kde

1. jsou neurony usporadany do vrstev
2. neurony v prvni vrstvé jsou tzv. vstupni neurony, zastupujici ,vnéjsi“ vstupy sité
3. neurony v k-té vrstvé maji jako vstupy pouze vystupy neuront z k£ — 1 vrstvy

4. neurony posledni vrstvé jsou tzv. vystupni neurony, predavajici vystupy mimo neu-
ronovou sit

Vrstevnaté feed-forward sité tedy neobsahuji cykly a kazdy neuron pfijima pouze
informace z vrstvy ,tésné pod nim.“ Uvazujme nyni libovolnou z vrstev neuronové sité,
a zavedme nasledujici oznaceni:

e m — pocet neuronil ve vrstvé pod uvazovanou vrstvou

n  pocet neurond v uvazované vrstve
e x; vystup i-tého neuronu z vrstvy pod uvazovanou vrstvou (i € m)
e y; vystup i-tého neuronu v uvazované vrstvé (i € n)

e f; — aktivacni funkce realizovana v i-tém neuronu vrstvy (i € n)

0; — vychyleni i-tého neuronu uvazované vrstvé (i € n)

e w;; — vaha (zesileni) j-tého vstupu do i-tého neuronu v uvazované vrstvé (i € n,
j€m)

Zavedeme-li dale pro oznaceni

W;.1 T1 Y1 th
ﬁ
— — . —
wZ = Tr = : y = 0 = (2)
Wi m T Un On
-
w1y Wi,1 W1,m
J— n7m —_ . J—
W - (wij)i7j:1 - X - (3)
_)T
L W, Wn,1 W, m
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ﬁ
realizuje uvazovana vrstva neuronové sité zobrazeni f :R™ — R™ dané predpisem

— =
_ _ fi ((w, @) —6)
— — .
yzf(Wx—@): : (4)
— =
fn (<wn7 [L‘) - Qn)
Uvazujme nyni neuronovou sit s k vrstvami, my vstupnimi neurony a ny vystup-
sk 21X , sk v — . 21X
nimi neurony. Vstupy sité (zastupované vstupnimi neurony) oznafme ¥ y, vystupy sité
. ’ . v —_ . . . . . ’
(tj. vystupy posledni vrstvy) ozna¢me 7y y, a zobrazeni realizovana v jednotlivych vrst-

vach neuronové sité oznacme f(V ... £ Potom cela neuronova sit realizuje zobrazeni
R™N — R"~ dané predpisem

T =T @n) = T FEY oo FO T (7 ®)

7 vyse uvedeného je ziejmé 7e neuronova sit je plné definovana zadanim:

poctu vrstev

poc¢tu neuroni n v jednotlivych vrstvach

ﬁ
e vah W a vychyleni 6 pro jednotlivé vrstvy

aktivacnich funkci f; realizovanych v neuronech jednotlivych vrstev

Pritom proces uceni neuronové sité spociva pravé v modifikaci vah W a vychyleni 6
tak aby byla minimalizovana zvolena chyba — lze tedy fici zZe pravé ve vahach a vychyle-
nich jsou uloZeny informace které se neuronova sit ,naucila.“ Metody a algoritmy uceni
neuronovych siti v8ak nejsou predmétem tohoto ¢lanku, predpokladejme tedy 7Ze mame
k dispozici (dostatetné dobfe) nau¢enou neuronovou sit.

3 Extrakce pravidel z neuronovych siti

V oblasti extrakce pravidel z neuronovych siti dnes existuje mnoho velmi riznorodych
a obtizné srovnatelnych metod — metody generuji pravidla riznych tvari, ¢asto fungujici
jen na specifické architektuie neuronové sité, atd. V ¢lanku [1] je uveden navrh na zakladni
taxonomii na zakladé péti nasledujicich hledisek:

e vyrazova schopnost generovanych pravidel

vyuziti znalosti o internim uspotfadani sité, tj. architektury a hodnot parametrii

vyuziti specidlnich tréninkovych rezimi

kvalita produkovanych pravidel

algoritmicka slozitost
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Podivejme se nyni na jednotlivé body pro algoritmus REBAP', popisovany bliZe v od-
stavci 4.

K extrakci pravidel 1ze ptistupovat jako k problému inverze, tj. pro sit realizujici
zobrazeni f : R™ — R™ a oblast Y C R” je tikolem najit takovou oblast X C R™ ze

reX e fr)eY (6)

V pripadé extrakce pravidel oblast Y reprezentuje specifické vystupy neuronové sité
napiiklad p¥i vyuziti dané neuronové sité pro klasifikaci mize reprezentovat zarazeni do
prvni t¥idy, tj. tvrzeni ,aktivni je pouze vystupni neuron ¢. 1 a podobné. Oblast X potom
reprezentuje viechny vstupy klasifikované do prvni tiidy.

Dilezitym krokem je zejména volba tvaru oblasti Y, kterd musi byt volena s ohle-
dem na algoritmus samotny a soucasné musi byt dostatetné efektivné (zejména s ohle-
dem na pamétové a vypocletni naroky). V algoritmu REBAP jsou jako oblasti pouZity
mnohostény, a to zejména z divodu vyuziti afinnich aproximaci a jejich jednoduchou
reprezentaci.

Jak bude vidét v nasledujicim odstavci, algoritmus REBAP je pouzitelny pouze pro
vrstevnaté feed-forward neuronové sité se spojitymi a diferencovatelnymi aktivaénimi
funkcemi, pri¢emz je pfimo zaloZen na znalosti vnitinich parametru sité. Nevyuziva vsak
zadny specificky tréninkovy rezim, pfedpoklada pouze Ze analyzovana neuronova sit je
dostate¢né dobte naucena.

Kvalita pravidel je dosti Siroky pojem, ale kromé jiného ji Ize posuzovat z hlediska
vérnosti (tj. jak vygenerovana pravidla odpovidaji analyzované siti) a slozitosti pravi-
del. Velkou vyhodou algoritmu REBAP je pravé schopnost urcovat s jakou presnosti ma
byt oblast X (resp. jeji aproximace) poc¢itana. To umoziuje generovat libovolné presna
pravidla, ovSem za cenu zvySovani slozitosti pravidel (totiz slozitosti oblasti X).

ZvySovani piesnosti v8ak bohuzel pFinasi také problémy u posledniho bodu, nebot
velmi vyrazné zvySuje algoritmickou (a vypocetni) slozitost.

N2

metod lze najit v [1].

4 REBAP

Jak jiz bylo uvedeno v odstavci 3, diilezitym krokem pii formulaci extrakce pravidel jako
problému inverze je volba vhodného tvaru ,invertované” oblasti Y C R"~. Tato oblast
musi byt zvolena tak aby:

1. jeji vypocetni reprezentace byla co nejefektivnéjsi (s ohledem na pamétové a vy-
konnostni naroky)

2. pfi pruchodu jednotlivymi vrstvami sité neménila svou ,,povahu”

3. umoznovala efektivni aproximaci jinych typu oblasti

"Rule Extraction by BAck-propagation of Polyhedra
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Uva7ujme nyni obecné realné afinni zobrazeni 7' : R™ — R"™ (7) a mnohostén P C R™
dany systémem [ € N nerovnosti (8).

T(z) = A7+ AcR"™ } cR", T cR" (7)
P = {ZeR"|CT<d} CeR" dcR (8)

Potom ,jinverze“ mnohosténu P pii zobrazeni je ddna predpisem

T-1(P) = {76Rm\@<A7+?)§7} 9)
- {76Rm\myg7—cf} (10)

Tj. inverze mnohosténu pii afinnim zobrazeni je opét mnohostén. Soucasné plati Ze mno-
hostény jsou velmi oblibené pro relativni jednoduchost vypocetni reprezentace, a moznost
libovolné presné aproximace oblasti jiného typu (skladani  kosti¢ek“). Mnohostény jako
takové tedy spliuji prvni a tfeti kritérium pro volbu tvaru oblasti, ovsem za predpokladu
ze pracujeme s afinnimi zobrazenimi.

V&imnéme si ze vypocet (1) realizovany v jednotlivych neuronech, a tedy i v celé k-té
vrstvé (4), ma vlastné dvé faze (viz. obrazek 1):

1. afinni fazi danou pro -ty neuron zvolené vrstvy resp. pro celou zvolenou vrstvu
predpisem

2. aktivalni fazi kterd je obecné nelinearni, a je ddna predpisem (viz. 4)
ﬁ

vi = [i (72) resp. / (7) (13)

Aproximaci funkce realizované v aktivacéni fazi funkci po ¢astech afinni ziskime aproxi-
maci neuronové sité kde kazda vrstva provadi afinni transformaci. Necht f; je monotonni
a diferencovatelna funkce na intervalu [a, b] a (¢;);_, necht je jeho rozdéleni, tj. necht

cg=a, cs=b (14)
¢ < Ciy1 ViE{l,...,S—l} (15)
Potom afinni aproximaci ¢; funkce f; definujme pro t € [¢;, ¢;11] jako

)+ fileip1) — files)

Civ1 — G

@i(t) = fi(c

(t—c) (16)

Tato aproximace je pro funkci f(x) = 1/(1 + e~®@=129) na intervalu [0.5,1.75] s roz-
délenim [0.5,1,1.75] ilustrovana na obrazku 2. Jak je vidét v jednorozmérném piipadé
fi : R — R se jedna o funkci po ¢astech linearni.

Afinni aproximace @ funkce 7) realizované na zvolené vrstvé sité (4) je jednoduchym

N s 3 m m s ~ sk m,8;
roz§ifenim vztahu (16). Necht xi’,[a;,b;] C R™ je vicerozmérny interval a (c;;); .~ je
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Obrazek 2: Aproximace po ¢astech afinni funkei

jeho rozdéleni, tj. pro kazdé pevné zvolené i € m, jednorozmérny interval [a;, b;] a jeho
. —

rozdélent (c;;)°", plati (14) a (15). Zvolme ¢ € X[ [ciji, ¢ij,+1] tj. necht pro slozky ¢,

plati t; € [¢;,, Ciji+1], @ zavedme oznadeni

?j = (Clev €249y - -+ Cm7jm) (17)

s > . ~ , . . . v 2 . « 4, .
tj. ¢’; je vektor tvofeny dolnimi mezemi ovazovaného vicerozmérného intervalu. Potom
. . . . . — . . 7 o1z . .
1—ta soutadnice afinni aproximace ¢ je v bodé ¢ déna predpisem

— filcijiva) = filcig)

wi(t) = filciz)+ (ti — ciyy) (18)
Cigi+1 — Cigy
a celou aproximaci & je tedy mozno zapsat jako
P(T)=DT+d (19)
kde
fileij+1)—fileiy)
Ci,j+1—Ci,j
frg (Cig+1)—fny (cig)
Ci,j+1—Ci,j
— —
§ = f(c;)—-Dc, (21)

takze budeme-li op&t uvazovat mnohostén P dany systémem (8) je jeho vzor ¢! po

prichodu druhou (aktivaéni) fazi vypoctu na zvoleném intervalu dan piedpisem
— —
@‘I(P):{?’GR"\(C]D?g d—(CcS} (22)

Provedeme-li dle vztahu (8) jesté zpétnou propagaci tohoto mnohosténu prvni (afinni)
fazi, danou predpisem (12), ziskime na kazdém intervalu rozdéleni uvazovaného intervalu
polytop dany vztahem

{? €ER" |CDWZ < d —C3 + CD?} (23)
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Piiklad 1. Uvazujme jednoduchou neuronovou sit (resp. jednu vrstvu neuronové sité)
s topologii znazornénou na obrazku 3. Proménné z; a x, reprezentuji vystupy predchozi

Obrazek 3: jednoduchéa neuronova sit

vrstvy, a predpokladejme 7e v neuronech uvazované vrstvy jsou jako aktivacni funkce f;
a fo pouzity jednoduché sigmoidéalni funkce, dané obecnym predpisem

) 1
Slgmf(l’, a, C) = m xZ,a, b - R (24)
a necht
fi(z) = sigmf(z,10,0.7) (25)
fa(z) = sigmf(x,5,0.3) (26)

Uvazujme tyto funkce na intervalu [0,1] x [0,1] C R? a jeho rozdéleni na intervaly
[0,0.65,1] x [0,0.4,1] znazornéné na obrazku 5.2. Tomuto rozdéleni odpovidaji afinni

aproximace znazornéné na obrazku 4, a také rozdéleni oboru hodnot, zndzornéné na ob-
razku 5.2.

1 1
0.8 0.8
0.6 0.6
0.4 0.4
0.2 0.2
0
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
4.1:1/ (14 e~ 10@==07) 4.2: 1/ (1 + e5@=03)

Obrézek 4: Aproximace funkci realizovanych v neuronech
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5.1: obor hodnot: P 5.2: defini¢ni obor: ¢~ 1(P)

Obrazek 5: Zpétna propagace aproximaci aktivacni faze a rozdéleni defini¢niho oboru
a oboru hodnot

Uva7ujme nyni mnohostén P dany systémem nerovnic (27), znazornény na obréazku
5.1, a provedme zpétnou propagaci mnohosténu danou piedpisem (23).

-1 1 0.3464

I I R 0.3607
=1 4 {yQ} = | 06535 (27)

11 1.3607

Aplikaci pfedpisu (22) postupu na jednotlivé intervaly, ziskdme sjednoceni mnohostént
o1 (P) znézornéné na obrazku (5.2). Zpétnou propagaci jednotlivych slozek tohoto sjed-
noceni afinni fazi, tj. vyuzitim vztahu (23) ziskdime ¢~!(P) tj. zp&tnou propagaci mno-
hosténu P zvolenou vrstvou neuronové sité.

Predpokladejme ze vychyleni 6 a vihy W pro zvolenou vrstvu jsou dany takto:

(28)

o[ ) (]

0.9 —0.1 0 =103

Potom vzor mnohosténu f~1(P), dany na jednotlivych intervalech rozdéleni vztahem (22)
je znazornén na obréazku 6.

4.1 Priesnost a slozitost algoritmu

Velkou vyhodou ktery algoritmus F. Maire (viz. [3]) ma oproti jinym algoritmiam uvede-
nym napiiklad v [1], je pojem vérnosti (fidelity), tj. mira chyby mezi mnozinou pravidel
extrahovanych z (aproximované) neuronové sité a skute¢nymi vystupy neuronové sité.
Tato mira chyby pifimo souvisi s pfesnosti afinni aproximace provadéné pii zpétné pro-
pagaci mnohosténu aktivacni fazi kazdé vrstvy neuronové sité.
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Obrazek 6: ziskana aproximace vzoru mnohosténu f~1(P)

Definice 2 (Rozdilnost mnozin A, B). Necht A, B C R™ jsou libovolné mnoziny, a d(z,y)
je Euklidovska vzdélenost. Potom miru rozdilnosti téchto mnozin p(A, B) definujme jako

p(A, B) = max (r?eaj( d(z, B), rileagd(x, A)) (29)
kde
d(x,A) = mind(z,y) (30)
yeEB

Pravé definovana funkce p je vzdalenost (dukaz viz. [3]), a na p(A, B) lze pohlizet jako
na maximalni primér koule jejiz stied lezi v AAB (symetricka diference mnozin) a ktera
neprotina AN B.

Véta 3 (Chyba pii aproximaci aktivacni faze). Necht f je monotonni diferencovatelnd
funkce, @ jeji afinni aproximace a A mnoZina v jejich oboru hodnot. Potom

p(F7H (AT (A) < [ Miaj (31)

(A (B) < —p(AB) o (f7(B).07(B) (32)

kde My je horni mez druhé derivace funkce =1 na uvaZovaném intervalu, a oy je nejuetsi
interval rozdélent intervalu dle d-té dimenze — viz. vztah (17) na strané 195, tj.

Qg = Max |cgiy1 — Cdil (33)
1€5q—1
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Véta 4 (Chyba pii afinni fazi). Necht A, B jsou dvé mnoZiny v oboru hodnot afinniho
zobrazeni T'(x) = Wz + 6. Potom

p(T7'(A), T'(B)) < <p(A, B) (34)

> =

kde X\ je nejuétsi singuldrni hodnota W (tj. odmocnina vlastniho cisla WHW ).

Dvé pravé uvedené véty (konkrétné horni odhady (31) a (34)), jejichz dikazy a dalsi
podrobnosti lze najit v [3|, postacuji pro omezeni chyby p¥i zpétné propagaci mnohosténu
jednou vrstvou neuronové sité, nebot na poc¢atku mame mnohostén P C R™ pro ktery
chceme provadét zpétnou propagaci. Ten nejdiive ,projde* aproximaci aktivacni faze dle
vztahu (22), a véta 3 ¥ikd jak moc se ziskana oblast ¢~ !(P) 1igi od té skutetné f~1(P),
pricemz velikost této chyby je prostiednictvim ag pfimo provazéana s jemnosti rozdéleni
uvazovaného intervalu. Véta 4 potom tika jak se tato chyba zvétSuje pti zpétné propagaci
afinni fazi (ktera je sama o sobé samoziejmé piesna). Vztah (32) umoziiuje omezeni chyby
pri zpétné propagaci vice vrstvami sité.

Bohuzel pravé spojeni pfesnosti a vérohodnosti ve vztahu (31) je jednim ze zakladnich
uskali tohoto algoritmu, nebot v zdsadé znamené exponencialni narust po¢tu mnohosténu
pfi prichodu kazdou vrstvou sité.

Uvazme totiz stejné jako v predchozim textu jednu vrstvu neuronové sité, a predpo-
kladejme Ze nastava (pochopitelné velmi nepravdépodobny) piipad Ze rozdéleni oboru
hodnot, indukované rozdélenim intervalu v definiénim oboru intervalu je ve vSech dimen-
zich ekvidistantni s krokem € = 1/k kde k € N.

Ptitom ,jindukci rozdéleni” intervalu je minéno to ze pokud zvolime rostouci resp. klesa-
jici funkei f : R — R a rozdéleni [cy, . .., ¢g] intervalu [a, b] v defini¢nim oboru, potom to-
muto rozdéleni odpovida ,indukované“ rozdéleni [f(co), ..., f(cx)] resp. [f(ck), ..., f(co)]
jeho obrazu v oboru hodnot.

V tomto piipadé je tedy obor hodnot rozdélen na stejné velké , kosticky“ objemu 1/k".
To ale znamena 7e budeme-li touto vrstvou provadét zpétnou propagaci mnohosténu
P o objemu Vol(P), bude tento zasahovat alespon k™ - Vol(P) uvazovanych kosticek.
Budeme-li tedy v tomto specialnim pfipadé uvazovat zpétnou propagaci n-rozmérné jed-
notkové krychle, rozpadne se tato pi¥i zpétné propagaci aktivacéni fazi na k™ elementi.

Pravé uvedeny odhad je pochopitelné velmi hruby, uvedena volba rozdéleni je velmi
nepravdépodobnd, ale diivod exponencielniho narustu po¢tu mnohosténu v kazdé vrstvé
je znéj dostatecné patrny. V pripadé narustu poc¢tu mnohosténi v ramci zpétné propagace
celou neuronovou siti by navic bylo potieba uvazovat zménu objemu jednotlivych kosticek,
ktera vsak tizce souvisi s ,Jokdlnim* afinnim zobrazenim na daném elementu rozdéleni.

Mozné vylepseni analyzovaného algoritmu predstavuje nasledujici ivaha monotonie
a spojitost aktivac¢nich funkci f zajistuje zachovani hranice oblasti, tj. skute¢nost 7e se
oblasti nebudou ,obracet naruby“. V dané situaci tedy staci provadét zpétnou propagaci
pro ty elementy (indukovaného) rozdéleni které nejsou pfimo obsaZeny ve zpracovéva-
ném mnohosténu. Tato skute¢nost je ilustrovana na obrazku 7. Uvazujme nyni opét n-
rozmérnou jednotkovou krychli, ktera se pii zpétné propagaci rozpada na k™ elementu (k
vrstev v kazdé dimenzi). V této situaci by stacilo provést zpétnou propagaci pouze pro
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Obrazek 7: Omezeni zpétné propagace na ,nutné“ elementy

Jkrajni“ elementy rozdéleni, kterych bude pfiblizné 2nk™ ! nebot

F—(k=2)" = k- ; (7)(—2)%“ (35)

vse vnitini

= K2k =Y (7;) (—2)'k"! (36)

=2

[\ J/

< 2nk"t (37)

Exponencielni charakter narustu poc¢tu mnohosténu tedy zistava, ale i tak se s ohledem
na zpétnou propagaci vice vrstami jedn& o ne zcela zanedbatelné zlepseni pro praktické
aplikace.

Podminkou efektivity a pouzitelnosti pravé uvedené modifikace je pochopitelné moz-
nost efektivni identifikace  krajnich“ kosticek algoritmy pro feSeni tohoto problému jsou
vSak zndmy z vypocetni geometrie.

Dalsi pomérné zajimavou moznosti modifikace uvazovaného algoritmu je uvolnéni pod-
minky monotonie uvazovanych aktivac¢nich funkci, tj. zobecnéni na libovolné diferencova-
telné funkce. Podminka monotonie totiz znemoznuje pouziti algoritmu na neuronové sité
s unimodalnimi aktiva¢nimi funkcemi mezi které patii i ¢asto pouzivana Gaussova funkce
exp(—(z — ¢)?/(20?%)) nebo zvonovita funkce ((1+ |(z — ¢)/al)?)~t.
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b Zaver

Velkou vyhodou algoritmu REBAP oproti jinym metodam, uvedenym napiiklad v [1],
[2], |5] a |6], je moznost extrakce libovolné piesnych pravidel. Tato vyhoda s sebou vsak
ktera rychle roste pravé v zavislosti na pozadované rychlosti. P¥i modifikaci a optimalizaci
uvedeného algoritmu zifejmé nelze ocekavat zasadni zménu vypocetni narocnosti, avsak
i malé zmény mohou byt v praxi velice uzite¢né, nebot umozni zpracovani vétsich a/nebo

Lze také zobecnovat uvedeny algoritmus, napiiklad pro nemonotonni diferencovatelné
aktivacni funkce, nebot i ty jsou v neuronovych sitich velice ¢asto pouzivany.
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